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30 Panel Members in 5 Areas 
1. Cosmic Frontier 
2. Intensity Frontier 
3. Energy Frontier 

4. Accelerators 
5. Technology 



Topical Panel Members 
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Topical Panel Timeline 
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Topical Panel Charge (J. Siegrist) 

Key elements of charge letter 
 Identify cross-cuts across the HEP computing program that can 

benefit from common solutions  
 Identify opportunities for R&D with high programmatic impact, 

including international leadership  
Survey HEP software and identify actions related to 

maintenance/updating, gaps, non-HEP partnerships, and lifecycle 
management  

Survey current computing and data management practice across 
HEP: Can an improved structure accelerate progress?  

Survey use of hardware, identify opportunities for increased 
efficiency, cost effectiveness, & application of the best technologies  

 Identify opportunities presented by establishing a (virtual/distributed) 
Center for HEP Computing Excellence 
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Some Observations 

Computing plays a fundamental role in HEP 
While computing now underlies ALL of science, its role in HEP is 

pervasive and unique 
Computing represents a significant fraction of experiment costs 

HEP computing is highly diverse across the field 
The Dec. 9-11 meeting and materials gathering made this clear 
Major variations between Cosmic, Intensity, Energy, Accel., LQCD 
HPC vs HTC, use of storage, networks, … 

HEP computing has been influential outside the field 
Leadership/innovation in scale, data handling, global operations, 

networking, Grid/distributed computing 
Creating/operating Open Science Grid 
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Topical Panel Drivers 

Awareness of large investments: people & infrastructure 
Both DOE + NSF 

Desire to increase effectiveness of computing investments 
More ideas/best practices exchanged within/across HEP domains 
 “Global” vs. “local” optimizations 

Need for increased responsiveness to near-future drivers 
Science focus changes 
Changes in commodity computing and storage hardware 
Era of limited funding 

Positioning HEP computing in the wider computing world 
How to best leverage HEP expertise 
How to best interact with other science domains and industry 
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Key Panel Activities 

Gather & organize information 
Specific data & overall view of activities and infrastructure 
Dozens of 1-pagers each providing brief summary of an area 
XrootD, Root, Pythia, bbcp, Geant4, LQCD, OSG, data 

catalogs, workload management, HACC, CMB simulations…  

Use Basecamp project software (web-based) 
Place to upload documents/reports, organize information 
Communications (discussions, broadcasts), daily summaries 

Suggest possible ways to move forward 
 improve overall effectiveness of computing-based activities 

Create & maintain website with documents, links, etc. 
Location TBA 
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(See 
examples) 
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1-Pager example: Energy Frontier 
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1-Pager example: Accelerators 
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1-Pager example: Technology 



Topical Panel Resources 

Snowmass 2013 community study 
Final computing report issued Jan. 23, 2014 
arxiv.org/abs/1401.6117 
3-page Conclusion included as Appendix 3 of our report 

Other documents & workshops (some examples) 
SC/ASCR Data Crosscutting Requirements Review (Apr. 2013) 
HEP-ASCR Data Summit (Apr. 2013) 
HEP-NP Network Requirements (Aug. 2013) 
FIFE Workshop (Jun. 2013) 
HEP’s influence on ESnet Development (W. Johnston, 2013) 
LQCD influence on computing technology (S. Sharpe, Jan. 2014) 
… 
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Meeting Agenda (Day 1) 

Monday December 9, 2013 
Session 1: Opening Session 

 Opening Remarks and Expectations (HEP AD Jim Siegrist) 
 Guidelines, overview & details (Habib, Avery, Chatterjee, Price) 

Session 2: Technology 
Session 3: Energy Frontier 
Session 4: Intensity Frontier (Part 1) 
Session 4: Intensity Frontier (Part 2) 
Session 5: Computing Issues 1 (Science Frontiers cross cuts) 

 Software sustainability models 
 Common needs in software and infrastructure 
Ways to achieve better collaboration, increased flexibility & creativity, 

etc. 
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Meeting Agenda (Day 2, Morning) 

Tuesday December 10, 2013 
Session 6: Accelerators  
Session 7: Cosmic Frontier 
Session 8: Computing Issues 2 (Next-generation infrastructure) 

 Adoption and design for next-gen hardware and infrastructure 
 Needs re storage, networks, compute ‘cycles’ 
 HPC for experiments, data-intensive computing with HPC-like nodes 
 New storage models, intelligent networks, etc.  

Session 9: Computing Issues 3 (Data issues) 
 Data issues across the three frontiers, what is and is not common 
 Possibilities for common infrastructure usage, databases 
 New methods for large-scale data analytics, etc. 
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Meeting Agenda (Day 2, Afternoon) 

Tuesday December 10, 2013 (cont.) 
Session 10: Computing Issues 3 (Data issues continued) 

 Presentation by SC Senior Advisor Laura Biven 
 New DOE rules (data management, long-term data storage, availability) 
 How can HEP connect to other offices, esp. BES, BER, NP, etc.  

Session 11: Computing Issues 4 (Partnerships) 
 Presentation by ASCR Facilities Director Barb Helland 
 Discussion on ASCR-HEP research partnerships 
 Other partnerships 

Wrap-up 
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Meeting Agenda (Day 3) 

Wednesday December 11, 2013 
Session 12: Computing Issues 5 

 Summaries by scribes 
 Agree on what’s been done 
 Next steps, assignments 

Close out 
Wrap-up discussions & working lunch 

HEPAP (Mar. 13, 2014) Paul Avery & Salman Habib 17 



Computing Topics Explored 

Areas covered 
High Throughput Computing 
Distributed / Grid Computing 
High Performance Computing 
High Performance Networking 
Large-Scale Data Storage 
Large-Scale Data Management and Analysis 
Global Scale of Operations 

Areas not covered (“detector technologies”) 
Online Data Processing 
Data Acquisition 
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Overview of Major Areas (I) 

Cosmic Frontier 
Cross-cuts with Intensity Frontier for dark matter experiments, data 

analysis and management pipelines 
 ‘Big data’ support, use of HPC and network resources 

 Intensity Frontier 
Very diverse set of requirements from IF experiments 
Some experiments have connection to Energy Frontier activities 
Opportunity for common approaches, new developments 

Energy Frontier 
Next-gen hardware issues 
Cross-cuts with Intensity Frontier 
Use of HPC for Energy Frontier experiments, LHC Run II 
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Overview of Major Areas (II) 

Lattice QCD 
Operates as facility, with SciDAC funding, competitive subgrants 
A possibly useful model to emulate 

Accelerators 
Sustainability of modeling software 
Collaborations w/ other frontiers 
Need for integration of diverse accelerator simulation codes 
Conversion of code base to next-gen HPC 

Technology 
Opportunities for collaborations with ASCR facilities 
Next-gen hardware/software 
Adoption of cloud technologies 
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Cross-Cuts Discussion Points 

Experiment timelines 
Timelines of experiments must be respected / supported 

Development of common tools 
Clear benefit: Reduce substantial redundancies 
Possible cost: Sufficient flexibility to undertake new approaches? 

Future focus: Better integration w/ activities outside of HEP 
Software practices 
Data management 
Hardware utilization 
Training processes (students, postdocs, faculty, staff) 
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Topical Panel Report 
 2 page Exec. Summary 
 3.5 pages of Findings & Comments 
 2 pages of “Future Opportunities” 



Findings: Hardware Evolution 

1. Emerging computing architectures pose a major across-the-
board challenge to HEP computing 
Less memory/core, more concurrency, reduced resiliency, etc. require new 
programming models & workflows. HEP follows commodity computing. 

2. Evolution of data archiving, data-intensive computing, and 
storage will drive new computational strategies 
Unit storage costs will decline more slowly, requiring new balances of 
CPU, storage, networking, and advanced analysis strategies. 

3. HPC platforms are an important resource for HEP science 
Includes DOE (NERSC, ALCF, OLCF) & NSF (SDSC, TACC, PSC). 
Some HEP groups (Accelerator, Cosmic Frontier, LQCD) already exploit 
these. HPC sites provide early access to new architectures. 
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Findings: Software Environment 

4. Code maintenance and distribution lacks well-defined 
guidelines and support mechanisms 
No base mechanism to maintain, update, and distribute codes within HEP 
programs. Problematic given architecture evolution. Updates needed simply 
to maintain capability at its current level, especially for key software 
components such as Geant4, Panda, Root, etc. 

5. Common tools and coding standards are insufficient 
“Stove-piping” inherent to project-oriented software development & 
utilization inhibits awareness of tools built outside of given 
experiment/frontier that could otherwise provide broader benefits. 

6. Code diversity is a strategic issue 
Large diversity of codes, with significant overlaps in capability. 
Architecture changes will lead to different evolutionary paths, making it 
difficult to implement common strategies. 
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Findings: Resource Management 

7. The scale of computational needs of smaller-scale projects is 
significant 
Ensemble of smaller projects in IF and CF require large aggregate 
computing support. Coordinated strategy (with enough expertise & 
manpower) difficult to implement without defined inter-project mechanisms. 

8. The role of simulations will continue to grow in importance 
Driven by complexity of experiments and increases in computing capability. 

9. Investment in data preservation and the formulation of an 
associated data policy is lacking 
Increased pressure to be able to analyze data from past experiments. Some 
efforts already exist within CF and IF, but any large-scale effort will require 
significant framework commonalities. 
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Findings: Organization of Computing Tasks 

10. Computational R&D programs are needed 
Two classes: (1) evolutionary developments, specified by clear needs from 
experiments and (2) possibly revolutionary approaches targeting large gains in 
science impact and productivity. 2nd type better suited outside of project 
boundaries. 

11. More uniform interactions w/ external organizations are desirable 
Single entity functioning as the natural coherent point of contact for 
computation-related matters between the communities of HEP, ASCR, other 
DOE offices, NSF and industry. Natural role for the Center for Computational 
Excellence  

12. Training in computational science is lacking 
Shortage of computationally well-trained students and junior researchers cited 
multiple times. Needs in programming paradigms, algorithms, software tools. 
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Findings: Center for Computational Excellence 

13. The formation of a distributed Center for Computational 
Excellence is viewed as highly desirable 
The CCE could address several of the concerns and opportunities 

identified in the above findings. 
 It would enable quick and effective responses to a number of identified 

gaps and well-defined tasks 
 It could initiate collaborations and mechanisms for cross-frontier 

activities and interactions with external entities (ASCR, NSF). 
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Important Caution! 

As currently constructed, our Topical Panel cannot give 
“advice” or make “recommendations”. 
Advising/recommending requires setting up under FACA rules 
Federal Advisory Committee Act (1972) 
http://www.gsa.gov/portal/content/100916 

 

Our report instead identifies “Areas of Opportunity” and we 
refer to “research communities”, “particle physics”, etc. 
rather than Agency entities throughout the document. 
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Computing Visibility: A Major Opportunity 

From the Topical Panel Report 
“… a fundamental observation is that bringing major computing-related 
activities to a higher level of visibility within the high energy physics 
community would present opportunities for a more coordinated and 
optimized approach, especially as it pertains to the software and resource 
management aspects of the findings listed above. The Center mentioned in 
the charge would be a powerful element of such an initial step.” 
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“Areas of Opportunity” (1-2) 

 1. Code modernization, maintenance, and dissemination 
Well-defined mechanisms for the continued maintenance and development of 
a number of particle physics software frameworks and tools, especially those 
that cut across frontiers, can greatly benefit the HEP science effort. 

 

 2. Common tools & coding standards; reduced software footprint 
Husbanding software resources in high energy physics, given future funding 
and manpower limits, strongly argues for increased emphasis on the use of 
common tools across and within frontiers, and the development of a shared 
set of ‘high energy physics computing best practices’ to optimize resources. 
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“Areas of Opportunity” (3-4) 

 3. Resource support models for smaller-scale projects 
Smaller-scale projects are resource-starved in their ability to exploit 
complex tools and to develop new ones. To address this need, a support 
model that cross-cuts across all frontiers would significantly aid these 
projects. 

 

 4. Data preservation policy for the HEP community 
Establishment of data preservation policies within the community that are 
consistent with DOE–HEP and with broader DOE-SC Data Management 
Requirements would promote the long-term value and integrity of HEP 
science. 
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“Areas of Opportunity” (5) 

 5. Distributed Center for Computational Excellence (CCE) 
The CCE would provide opportunities for a cross-cutting R&D program 
that includes compute and data intensive elements addressing the challenges 
of next-generation architectures, innovative approaches to the use of high 
performance computing for HEP science, and data-intensive collaborations 
with the ASCR community, including networking and data transport, as 
well as partnerships with industry when appropriate. 
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“Areas of Opportunity” (6) 

 6. Multi-level computer and computational science training 
    activities 

Activities aimed at directly impacting the particle physics science agenda 
and advancing next-generation software development are expected to have 
significant scientific impact. 
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“Areas of Opportunity” (7-8) 

 7. Community-based expert group for HEP computing 
Such a group would provide opportunities to continue the community-based 
approach to address issues in computing and simulation and address 
technical details. 
An expert group meeting on a predictable schedule would provide 
additional visibility for HEP computing activities. 

 8. Expansion of current interactions with researchers in external 
    disciplines, particularly those in DOE-ASCR community 

New opportunities exist in key areas such as data-intensive science, with 
emphasis on ASCR computational and data facilities; in initiation of 
‘triangular’ collaborations with researchers from other program offices and 
industry, in collaboration with the ASCR community; in establishing 
collaborations with research communities supported by other agencies (e.g., 
NASA, NSF), as relevant. 
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