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Lattice field theory for high-energy physics

• Lattice gauge theory plays a critical role in the HEP 
search for new physics at the Energy and Intensity 
Frontiers.

• In the past decade, as error budgets became fully 
quantitative, lattice QCD played a critical role in the 
success of the quark-flavor factories.

• In the coming decade, high-precision lattice gauge 
theory calculations are needed throughout the HEP 
experimental program, e.g.:

• g-2, Mu2e, LBNE, Nova, CDMS, Belle-2, LHCb, CMS, Atlas, ILC. 

• The USQCD planned scientific program is aligned with 
the HEP experimental program discussed at 
Snowmass.

• We hope you will agree that facilities for numerical lattice QCD 
are an essential theoretical adjunct to the experimental HEP 
physics program.
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USQCD and the US lattice community
• USQCD comprises almost all US lattice gauge theorists (~150 

people).

• USQCD purchases and deploys hardware and develops software 
infrastructure for lattice calculations in the US.
• The hardware bought by the LQCD project is operated as a facility (like 

Fermilab during the fixed-target program.

• The smaller physics collaborations which make up USQCD compete for 
time on these resources for their physics.

• Resources are allocated by the USQCD Scientific Program Committee 
among physics projects to meet Collaboration goals outlined in 
Collaboration white papers (and Snowmass documents and the Project X 
Physics Book).
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USQCD computing activities
• Hardware
• USQCD requires similar numbers of cycles on jobs of all sizes:  

16-core, 100-core, 1,000-core, 10,000-core, and 100,000-core.

• DoE Leadership Computing facilities at Argonne and Oak 
Ridge supply our requirements for jobs > 10,000-core.

• We have an even larger need for cycles for jobs < 10,000-core.  
These are supplied predominantly by the LQCD Project, whose 
CD0 is under consideration. 

• Also apply at NERSC, XSEDE, Blue Waters, ...

• DOE has supported USQCD through joint HEP/NP projects 
LQCD (FY06-FY09) and LQCD-ext (FY10-FY14). 

• These provide funds for dedicated capacity hardware at 
Fermilab, Jefferson Lab, and Brookhaven, and for support 
personnel.

• Software
• USQCD has received grants for software development from 

the DOE's SciDAC Program since 2003. The most recent are 
SciDAC-3 grants from HEP and NP for about $1 M each for 
creating lattice QCD software infrastructure:  community 
libraries, community codes, optimization and porting to new 
architectures, implementation of up-to-the-minute algorithm 
advances...
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Anatomy of a typical lattice calculation
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Generate gauge configurations 
on a leadership facility or 
supercomputer center.
Many tens of millions of BG/Q 
core-hours in a single job.

Transfer to labs for 
analysis on clusters.
Comparable CPU 
requirements.

TB file sizes

A single highly optimized program,
very long single tasks, 
moderate I/O and data storage.  
Needs high capability computing.

Large, heterogeneous analysis code base, 
10,000s of small, highly parallel tasks, 
heavy I/O and data storage.  
Needs high capacity computing.

Two comparably sized tasks with quite different hardware requirements.

ALCF Blue Gene Fermilab Ds
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USQCD and the broader HEP community

• USQCD participated actively in the Snowmass process.

• Steve Gottlieb was a convener of the Computing Frontier section, and Ruth 
Van de Water and Tom Blum were conveners of the Lattice Field Theory 
subgroup. 

• We gave talks in both the Energy Frontier and Intensity Frontier sessions and 
contributed to writing several of the documents.

• Members of USQCD wrote a chapter on lattice field theory for the 
Project X Physics Book.

• USQCD regularly organizes "Lattice Meets Experiment" 
workshops on such topics as:

• Extreme QCD (2012); Beyond the Standard Model (2011 & 2012); Fluctuations, 
Correlations, and RHIC low energy runs (2011); Excited Hadronic States and the 
Deconfinement Transition (2011); Quark flavor physics (2010); ....

• Members of USQCD regularly speak at experimental collaboration 
meetings such as g-2, Belle, BES, ORKA, HFAG-Vxb, ...
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Validation of lattice calculations
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• Comparison with 
experiment,
e.g. hadron spectrum to 1%.

• Prediction of quantities not
known in advance, e.g. 
shape of the D→K 
semileptonic form factor.

• Important calculations are 
checked by multiple groups 
using different methods, 
different discretizations, etc.

• Many internal checks:  
recovery of rotational 
invariance, recovery of 
Lorentz invariance, test of 
software using gauge 
invariance.

R. Van de Water Searching for new physics at the frontiers with lattice QCD
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Figure 2
Hadron spectrum from lattice quantum chromodynamics (QCD). Comprehensive results for mesons and
baryons are from MILC (27, 28), PACS-CS (29), BMW (30), and QCDSF (31). Results for η and η′ are from
RBC and UKQCD (32), Hadron Spectrum (also the only ω mass) (33), and UKQCD (34). Results for
heavy/light hadrons are from Fermilab and MILC (35), HPQCD (36), and Mohler & Woloshyn (37).
Circles, squares, and diamonds stand for staggered, Wilson, and chiral sea quarks, respectively. Asterisks
represent anisotropic lattices. Open symbols denote the masses used to fix parameters. Filled symbols (and
asterisks) denote results. Red, orange, yellow, green, and blue stand for increasing numbers of ensembles
(i.e., lattice spacing and sea quark mass). Horizontal bars (gray boxes) denote experimentally measured
masses (widths). b-flavored meson masses are offset by −4,000 MeV.

Lattice QCD has been used to verify the mass spectrum of quark-model hadrons within a few
percent. Figure 2 shows four broad efforts on the spectrum of the isopsin-1 light mesons and
the isospin- 1

2 and - 3
2 baryons (27–31). All these simulations include 2+1 flavors of sea quarks,

and the error bars in References 27, 28, and 30 are based on thorough analyses of the systematic
uncertainties. A satisfying feature of Figure 2 is that the results do not depend in a systematic way
on the fermion formulation chosen for the quarks. Even the latest results for the difficult η − η′

splitting are encouraging (31–33).
Figure 2 includes predictions for mesons with quark content b̄ c (36, 38, 39). The prediction

for the pseudoscalar Bc has been (subsequently) confirmed by experiment (40, 41), whereas the
prediction for the vector B∗

c awaits confirmation. These predictions build on successful calculations
of the bb̄ and c c̄ spectra (37, 42–45), which reproduce the experimental results well.

The most striking aspect of the spectrum is how well it agrees with nature. The nucleons
provide almost all the mass in everyday objects, and their masses have been verified within 3.5%.
Their mass mostly comes, via m = E/c 2, from the kinetic energy of the quarks and the energy
stored in the sausagelike flux tube(s) holding the quarks together.

5. CHIRAL SYMMETRY BREAKING
A peculiar feature of the hadron spectrum in Figure 2 is that the pion has a small mass, around
135 MeV, whereas the other hadrons have masses more than five times larger. To understand
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Ann.Rev.Nucl.Part.Sci. 62 (2012) 265-284.



HEPAP, Sept. 5-6, 2013 /26Paul Mackenzie,  USQCD.

Validation of lattice calculations

7

• Comparison with 
experiment,
e.g. hadron spectrum to 1%.

• Prediction of quantities not
known in advance, e.g. 
shape of the D→K 
semileptonic form factor.

• Important calculations are 
checked by multiple groups 
using different methods, 
different discretizations, etc.

• Many internal checks:  
recovery of rotational 
invariance, recovery of 
Lorentz invariance, test of 
software using gauge 
invariance.

R. Van de Water Searching for new physics at the frontiers with lattice QCD

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45

q
2
/m

Ds
*

2

0

0.5

1

1.5

2

2.5

f +
(q

2
)

0

q
2

max
/m

Ds
*

2

lattice QCD [Fermilab/MILC, hep-ph/0408306]

D ! Kl"

The D→Klν form factor

16

August 2004:
Lattice QCD prediction  

NS62CH11-Kronfeld ARI 17 September 2012 11:44

ρ K K* η ϕ N Λ Σ Ξ Δ Σ* Ξ* Ωπ η' ω
0

200

400

600

800

1,000

1,200

1,400

1,600

1,800

2,000

2,200

2,400

M
eV

Hadron

H H* Hs H*
s Bc B*

c

Figure 2
Hadron spectrum from lattice quantum chromodynamics (QCD). Comprehensive results for mesons and
baryons are from MILC (27, 28), PACS-CS (29), BMW (30), and QCDSF (31). Results for η and η′ are from
RBC and UKQCD (32), Hadron Spectrum (also the only ω mass) (33), and UKQCD (34). Results for
heavy/light hadrons are from Fermilab and MILC (35), HPQCD (36), and Mohler & Woloshyn (37).
Circles, squares, and diamonds stand for staggered, Wilson, and chiral sea quarks, respectively. Asterisks
represent anisotropic lattices. Open symbols denote the masses used to fix parameters. Filled symbols (and
asterisks) denote results. Red, orange, yellow, green, and blue stand for increasing numbers of ensembles
(i.e., lattice spacing and sea quark mass). Horizontal bars (gray boxes) denote experimentally measured
masses (widths). b-flavored meson masses are offset by −4,000 MeV.

Lattice QCD has been used to verify the mass spectrum of quark-model hadrons within a few
percent. Figure 2 shows four broad efforts on the spectrum of the isopsin-1 light mesons and
the isospin- 1

2 and - 3
2 baryons (27–31). All these simulations include 2+1 flavors of sea quarks,

and the error bars in References 27, 28, and 30 are based on thorough analyses of the systematic
uncertainties. A satisfying feature of Figure 2 is that the results do not depend in a systematic way
on the fermion formulation chosen for the quarks. Even the latest results for the difficult η − η′

splitting are encouraging (31–33).
Figure 2 includes predictions for mesons with quark content b̄ c (36, 38, 39). The prediction

for the pseudoscalar Bc has been (subsequently) confirmed by experiment (40, 41), whereas the
prediction for the vector B∗

c awaits confirmation. These predictions build on successful calculations
of the bb̄ and c c̄ spectra (37, 42–45), which reproduce the experimental results well.

The most striking aspect of the spectrum is how well it agrees with nature. The nucleons
provide almost all the mass in everyday objects, and their masses have been verified within 3.5%.
Their mass mostly comes, via m = E/c 2, from the kinetic energy of the quarks and the energy
stored in the sausagelike flux tube(s) holding the quarks together.

5. CHIRAL SYMMETRY BREAKING
A peculiar feature of the hadron spectrum in Figure 2 is that the pion has a small mass, around
135 MeV, whereas the other hadrons have masses more than five times larger. To understand

www.annualreviews.org • 21st Century Lattice QCD 271

A
nn

u.
 R

ev
. N

uc
l. 

Pa
rt.

 S
ci

. 2
01

2.
62

:2
65

-2
84

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lre
vi

ew
s.o

rg
by

 F
ER

M
IL

A
B

 L
IB

R
A

R
Y

 o
n 

08
/2

6/
13

. F
or

 p
er

so
na

l u
se

 o
nl

y.

A. S. Kronfeld, 
Ann.Rev.Nucl.Part.Sci. 62 (2012) 265-284.

R. Van de Water Searching for new physics at the frontiers with lattice QCD

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45

q
2
/m

Ds
*

2

0

0.5

1

1.5

2

2.5

f +
(q

2
)

0

q
2

max
/m

Ds
*

2

experiment [Belle, hep-ex/0510003]

lattice QCD [Fermilab/MILC, hep-ph/0408306]

D ! Kl"

The D→Klν form factor

17

October 2005:
Belle measurement  



HEPAP, Sept. 5-6, 2013 /26Paul Mackenzie,  USQCD.

Precision measurements of Higgs properties
• Bottom-quark mass and αs contribute the largest uncertainties to the 

dominant Higgs decay channel and Higgs total width 

• An ILC/TLEP/muon collider goal:  Higgs branching fractions to ~ 1%;
• requires mb to ~0.25% not to affect the analysis.

• Lattice QCD will do this.

• Lattice QCD has already determined mb, mc, and αs  more precisely than is 
currently being assumed in discussions of Higgs decay channels.

8

“Improvement in alphas and quark masses will come from lattice gauge theory.
These are necessary inputs to precision Higgs theory and other precision programs.”

Brock/Peskin Snowmass Energy Frontier summary talk, p118.
,

Brock/Peskin Snowmass 2013

Improvement in alphas and quark masses 
will come from la!ice gauge theory.

Precision inputs from Lattice

118

Paul Mackenzie, 
Snowmass QCD report

These are necessary inputs to precision Higgs 
theory and other precision programs.

Snowmass QCD WG Report, p 10.

1.2 Coupling Measurements 5

Table 1-5. Uncertainties on MH = 126 GeV Standard Model widths arising from the parametric
uncertainties on ↵s, mb, and mc and from theory uncertainties.

Channel �↵s �mb �mc Theory Uncertainty Total Uncertainty
H ! �� 0% 0% 0% ±1% ±1%
H ! bb ±2.3% +3.3%

�3.2% 0% ±2% ±6%
H ! ⌧+⌧� 0% 0% 0% ±2% ±2%
H !WW ⇤ 0% 0% 0% ±0.5% ±0.5%
H ! ZZ⇤ 0% 0% 0% ±0.5% ±0.5%

Table 1-6. Projected future uncertainties in ↵s, mc, and mb, compared with current uncertainties
estimated from various sources.

Higgs X-section PDG [8] non-lattice Lattice Lattice
Working Group [5] (2013) (2018)

�↵s 0.002 0.0007 0.0012 [8] 0.0006 [9] 0.0004
�mc (GeV) 0.03 0.025 0.013 [10] 0.006 [9] 0.004
�mb (GeV) 0.06 0.03 0.016 [10] 0.023 [9] 0.011

The deviations from the SM are implemented as scale factors (0s) of Higgs couplings relative to their SM
values:

gHff = f · gSM
Hff = f · mf

v
and gHV V = V · gSM

HV V = V · 2m2
V

v

such that f = 1 and V = 1 in SM. For example, at the LHC the gg ! H ! �� rate can be written as

� ⇥ BR(gg ! H ! ��) = �SM(gg ! H) · BRSM( H ! ��) · 2
g · 2

�

2
H

,

where g and � are e↵ective scale factors for the Hgg and H�� couplings through loops. Additionally, 2
H

is the scale factor for the Higgs width:

2
H =

X

X

2
XBRSM(H ! XX) ,

where X is the scale factor for the HXX coupling and BRSM(H ! XX) is the SM value of the H ! XX
decay branching ratio. The summation runs over all decay modes in the SM. This parameterization assumes
that there is only one Higgs resonance, that the resonance is narrow, and that the Higgs interactions have
the same tensor structure as the Standard Model interactions. Non-Standard Model Higgs decay modes will
modify the total Higgs decay width and consequently rescale the branching ratios of all other known decay
modes. In this case, 2

H is modified to be

2
H =

X

X

2
X

BRSM(H ! XX)
1� BRBSM

.

Here BRBSM is the total branching ratio of beyond-standard-model (BSM) decays.

Community Planning Study: Snowmass 2013

Snowmass Higgs WG Report, p 5.

https://indico.fnal.gov/getFile.py/access?contribId=2&sessionId=0&resId=0&materialId=slides&confId=6890
https://indico.fnal.gov/getFile.py/access?contribId=2&sessionId=0&resId=0&materialId=slides&confId=6890
http://www.snowmass2013.org/tiki-download_file.php?fileId=317
http://www.snowmass2013.org/tiki-download_file.php?fileId=317
http://www.snowmass2013.org/tiki-download_file.php?fileId=314
http://www.snowmass2013.org/tiki-download_file.php?fileId=314
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Quark masses and αs from lattice QCD.

9

9. Quantum chromodynamics 29

overall χ2 to the central value is determined. If this initial χ2 is larger than the number
of degrees of freedom, i.e. larger than the number of individual inputs minus one, then
all individual errors are enlarged by a common factor such that χ2/d.o.f. equals unity.
If the initial value of χ2 is smaller than the number of degrees of freedom, an overall,
a-priori unknown correlation coefficient is introduced and determined by requiring that
the total χ2/d.o.f. of the combination equals unity. In both cases, the resulting final
overall uncertainty of the central value of αs is larger than the initial estimate of a
Gaussian error.

This procedure is only meaningful if the individual measurements are known not to
be correlated to large degrees, i.e. if they are not - for instance - based on the same
input data, and if the input values are largely compatible with each other and with the
resulting central value, within their assigned uncertainties. The list of selected individual
measurements discussed above, however, violates both these requirements: there are
several measurements based on (partly or fully) identical data sets, and there are results
which apparently do not agree with others and/or with the resulting central value, within
their assigned individual uncertainty. Examples for the first case are results from the
hadronic width of the τ lepton, from DIS processes and from jets and event shapes in
e+e− final states. An example of the second case is the apparent disagreement between
results from the τ width and those from DIS [264] or from Thrust distributions in e+e−

annihilation [278].

0.11 0.12 0.13
αα    ((ΜΜ    ))s ΖΖ

Lattice
DIS 
e+e- annihilation

τ-decays 

Z pole fits 

Figure 9.3: Summary of values of αs(M2
Z) obtained for various sub-classes

of measurements (see Fig. 9.2 (a) to (d)). The new world average value of
αs(M2

Z) = 0.1184 ± 0.0007 is indicated by the dashed line and the shaded band.

Due to these obstacles, we have chosen to determine pre-averages for each class of
measurements, and then to combine those to the final world average value of αs(MZ),
using the methods of error treatment as just described. The five pre-averages are
summarized in Fig. 9.3; we recall that these are exclusively obtained from extractions
which are based on (at least) full NNLO QCD predictions, and are published in
peer-reviewed journals at the time of completing this Review. From these, we determine
the new world average value of

αs(M
2
Z) = 0.1184 ± 0.0007 , (9.23)

July 9, 2012 19:53

Adler function                               JLQCD
Schrödinger functional                 PACS-CS
Ghost-gluon vertex                      ETM
QQbar correlators                        HPQCD
Wilson loops                                HPQCD

World αs results are very robust:
remove the two most precise lattice results and the 
remaining lattice results give the same answer with 
slightly increased errors;
remove all lattice results and the remaining results 
give the same answer with a little more increased 
errors.

9. Quantum chromodynamics 31

Notwithstanding these open issues, a rather stable and well defined world average
value emerges from the compilation of current determinations of αs:

αs(M
2
Z) = 0.1184 ± 0.0007 .

The results also provide a clear signature and proof of the energy dependence of αs, in
full agreement with the QCD prediction of Asymptotic Freedom. This is demonstrated in
Fig. 9.4, where results of αs(Q2) obtained at discrete energy scales Q, now also including
those based just on NLO QCD, are summarized and plotted.

Figure 9.4: Summary of measurements of αs as a function of the respective energy
scale Q. The respective degree of QCD perturbation theory used in the extraction
of αs is indicated in brackets (NLO: next-to-leading order; NNLO: next-to-next-to
leading order; res. NNLO: NNLO matched with resummed next-to-leading logs;
N3LO: next-to-NNLO).

July 9, 2012 19:53
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with an uncertainty of well below 1 %.∗∗∗ This world average value is - in spite of several
new contributions to this determination - identical to and thus, in excellent agreement
with the 2009 result [244]. For convenience, we also provide corresponding values for
ΛMS suitable for use with Eq. (9.5):

Λ
(5)

MS
= (213 ± 8) MeV , (9.24a)

Λ
(4)

MS
= (296 ± 10) MeV , (9.24b)

Λ
(3)

MS
= (339 ± 10) MeV , (9.24c)

for nf = 5, 4 and 3 quark flavors, respectively.

In order to further test and verify the sensitivity of the new average value of αs(M2
Z) to

the different pre-averages and classes of αs determinations, we give each of the averages
obtained when leaving out one of the five input values:

αs(M
2
Z) = 0.1182 ± 0.0007 (w/o τ results), (9.25a)

αs(M
2
Z) = 0.1183 ± 0.0012 (w/o lattice results), (9.25b)

αs(M
2
Z) = 0.1187 ± 0.0009 (w/o DIS results), (9.25c)

αs(M
2
Z) = 0.1185 ± 0.0006 (w/o e+e− results), and (9.25d)

αs(M
2
Z) = 0.1184 ± 0.0006 (w/o result from e.w. precision fit). (9.25e)

They are well within the error of the overall world average quoted above. Most notably,
the result from lattice calculations, which has the smallest assigned error, agrees well with
the exclusive average of the other results. However, it largely determines the size of the
(small) overall uncertainty.

There are apparent systematic differences between the various structure function
results, and also between the new result from Thrust in e+e− annihilation and the other
determinations. Expressing this in terms of a χ2 between a given measurement and the
world average as obtained when excluding that particular measurement, the largest values
are χ2 = 12.6 and χ2 = 16.1, corresponding to 3.5 and 4.0 standard deviations, for the
measurements of [265] and [278], respectively. We note that such and other differences
between some of the measurements have been extensively discussed at a specific workshop
on measurements of αs, however none of the explanations proposed so far have obtained
enough of a consensus to definitely resolve the tensions between different extractions
[282].

∗∗∗ The weighted average, treating all inputs as uncorrelated measurements with Gaussian
errors, results in αs(M2

Z) = 0.11844± 0.00059 with χ2/d.o.f. = 3.2/4. Requiring χ2/d.o.f.
to reach unity leads to a common correlation factor of 0.19 which increases the overall
error to 0.00072.

July 9, 2012 19:53

PDG 13 world average:

PDG 13.
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Figure 3: R(s) for different energy intervals around the charm threshold region. The
solid line corresponds to the theoretical prediction, the uncertainties obtained from the
variation of the input parameters and of µ are indicated by the dashed curves. The inner
and outer error bars give the statistical and systematical uncertainty, respectively.

bottom case are obvious.
Below 3.73 GeV only u, d and s quarks are produced. To allow for a smooth transition

6

Moments of the heavy quark production cross 
section in e+e- annihilation can be related to the 
derivatives of the vacuum polarization to obtain 
the heavy quark masses.
These can easily be obtained from lattice QCD. 
instead of e+e-.⌦

 �5 (t = 0) |  �5 (t)
↵
= C exp(�Mt) + excited states.

 �µ 

1

⌦
 �5 (t = 0) |  �5 (t)

↵
= C exp(�Mt) + excited states.

 �µ 

1

Can be calculated in perturbation theory.
Known to O(αs3) (Chetyrkin et. al.)

we fit moments with 4 ! n ! 10 from 22 of these parame-
ter sets (the ones with am!h

! 1:95)—88 pieces of simu-
lation data in all. In this section we first describe the fitting
method used to extract the masses and coupling, and then
we review our results.

A. Constrained fits

We analyze all four Rn’s for all 22 parameter sets
simultaneously using a constrained fitting procedure based
upon Bayesian ideas [19]. In this procedure we minimize
an augmented "2 function of the form

"2 ¼
X

in;jm

!Rnið#$2
R Þin;jm!Rmj þ

X

$

%"2
$; (32)

where

!Rni ' Rlatt
ni $ Rnð&i; m!hi; ai; NamÞ; (33)

the Rlatt
n come from Table II with corrections from

Eqs. (26), (28), and (30); fit function Rnð( ( (Þ is defined
by Eq. (15); and #2

R is the error covariance matrix for the
Rlatt
n . The sums i, j are over the 22 sets of lattice spacings
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(v) (4 in the QCD ( function, with prior Eq. (25);
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with priors specified by simulation results for r1=a
(Table I) and the current value for r1 [Eq. (10)];

(vii) values for am!hi, with priors specified by our simu-
lation results (Table II).

The renormalization scales &i are obtained from the
ratio &=mh ¼ 3, simulation results for m!h

, and Eq. (7).
We take Nam ¼ 30 for our final results.

B. Results

We fit our simulation data for the reduced moments Rlatt
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(Table II) using fit function Rnð( ( (Þ [Eq. (15)] with Nam ¼
30, as discussed in the previous section. The best-fit values
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Þ [Eq. (7)], which we plot in Fig. 1. We
also show our simulation results there for Rlatt

n =rn, together
with the best-fit lines for each lattice spacing. Results are
shown for the three moments that depend upon z, 5 differ-
ent lattice spacings, and quark masses ranging from below
the c mass almost to the b mass. The simulation data were

all fit simultaneously, using the same functions zð3; m!h
Þ

and 'MSð&Þ [with & ¼ 3m!h
=ð2zÞ] for all moments. The

fits are excellent, with "2=88 ¼ 0:19 for the 88 pieces of
simulation data we fit.
Evaluated at m!c

¼ 2:985ð3Þ GeV [27], the mass-ratio
function is zð3; m!c

Þ ¼ 1:507ð7Þ. Combining this with
Eq. (9) and perturbation theory, we can obtain the follow-
ing results for the MS c-quark mass at different scales:

mcð3mc; nf ¼ 3Þ ¼ 0:991ð5Þ GeV;
mcð3 GeV; nf ¼ 4Þ ¼ 0:986ð6Þ GeV;

mcðmc; nf ¼ 4Þ ¼ 1:273ð6Þ GeV:
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Similarly at m!b
¼ 9:395ð5Þ GeV [28], the mass-ratio

function is zð3; m!b
Þ ¼ 1:296ð8Þ, and we obtain the follow-

ing results for the MS b-quark mass at different scales:

mbð3mb; nf ¼ 3Þ ¼ 3:622ð22Þ GeV:
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mbðmb; nf ¼ 5Þ ¼ 4:164ð23Þ GeV:
(35)

FIG. 1 (color online). Function zð&=mh ¼ 3; m!h
Þ '

m!h
=ð2mhÞ as a function of m!h

. The solid line, plus gray error

envelope, shows the a ¼ 0 extrapolation obtained from our fit.
This is compared with simulation results for Rn=rn for n ¼ 6, 8,
10 from our 5 different lattice spacings, together with the best fits
(dashed lines) corresponding to those lattice spacings. Dashed
lines for smaller lattice spacings extend farther to the right. The
points marked by an) are for the largest mass we tried (last line
in Table II); these are not included in the fit because am!h

is too

large. Finite-a errors become very small for the larger-n mo-
ments, causing points from different lattice spacings to overlap.
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Lattice-QCD constraints on the CKM matrix

• Cabibbo-Kobayashi-Maskawa matrix elements and phase are fundamental 
parameters of  the Standard Model that enter as parametric inputs to Standard 
Model predictions for many flavor-changing processes such as neutral kaon 
mixing and K → πνν decays.

• Simple matrix elements involving single
particles enable determinations of all
CKM matrix elements except |Vtb|.

*Neutral kaon mixing can also be used
to obtain the phase (ρ, η).

10

�

⇧⇧⇧⇧⇧⇧⇧⇧⇧⇧⇤

Vud Vus Vub

⇥ � ⌃� K � ⌃� B � ⌃�
K � ⇥⌃� B � ⇥⌃�

Vcd Vcs Vcb

D � ⌃� Ds � ⌃� B � D⌃�
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⇥
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Absorb nonperturbative QCD effects into 
quantities such as decay constants, form 
factors, and bag-parameters that must be 
computed numerically with Lattice QCD

(Experiment) = (known) x (CKM factors) × (Hadronic Matrix Element)

✏K ,�m(d,s) ,

d�(B ! ⇡`⌫)
dq2

,
d�(B ! D(⇤)`⌫)
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, . . .
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Lattice QCD inputs to the unitarity triangle

11

• Standard approach to search for new physics in the flavor sector is by overconstraining 
the angles and sides of the CKM unitarity triangle.

• Many constraints require lattice-QCD calculations of hadronic weak matrix elements.

B-meson 
decays 
and mixing:
fB & BB

neutral kaon mixing:
BK

semileptonic
B-meson decays: 
f+(q2) → |Vub|

B→D(*)lν decays: 
F(1), G(1) → |Vcb|

leptonic
B→τν decay: 
fB → |Vub|

•  USQCD calculations lead the world on all quantities shown except BK, for 
which we are competitive.

latticeaverages.org
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Project goals:  how are we doing?

• LQCD-ext proposal written in 2007-2008 showed a table of “present status 
and future prospects for lattice calculations which directly determine 
elements of the CKM matrix”.

• Last column is new and shows the current errors in these same quantities.

12

Quantity CKM present present 2009 2013

element expt. error lattice error lattice error lattice error

(prediction) (actual)

fK/f⇡ Vus 0.3% 0.9% 0.5% 0.4%

fK⇡(0) Vus 0.4% 0.5% 0.3% 0.4%

D ! ⇡`⌫ Vcd 3% 11% 6% 4.4%

D ! K`⌫ Vcs 1% 11% 5% 2.5%

B ! D⇤`⌫ Vcb 1.8% 2.4% 1.6% 1.8%

B ! ⇡`⌫ Vub 3.2% 14% 10% 8.7%
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Quantity CKM present present 2009 2013

element expt. error lattice error lattice error lattice error

(prediction) (actual)

fK/f⇡ Vus 0.3% 0.9% 0.5% 0.4%

fK⇡(0) Vus 0.4% 0.5% 0.3% 0.4%

D ! ⇡`⌫ Vcd 3% 11% 6% 4.4%

D ! K`⌫ Vcs 1% 11% 5% 2.5%

B ! D⇤`⌫ Vcb 1.8% 2.4% 1.6% 1.8%

B ! ⇡`⌫ Vub 3.2% 14% 10% 8.7%

We are meeting our goals and are leading 
the world for all of the quantities shown
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The US flavor effort

• USQCD is leading the world in precision calculations of hadronic 
matrix elements needed to obtain CKM parameters and test the 
Standard-Model CKM framework.

• The US quark flavor effort is focusing more on the needs of 
experiment and phenomenology than those of other parts of the 
world.

• E.g., many interesting field theory calculations are being done with 
Nf = 2, or static b quarks, ..., not directly applicable to 
phenomenology.  (USQCD's are with Nf=3 or 4, and physical b 
quark masses.)

• For many quantities, especially in B physics, US calculations are 
not simply the best calculations, they are the only calculations.

• B→D(*)lν for Vcb,

• B→πlν for Vub,

• B mixing, Bs mixing.

13
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• USQCD has proposed an extension of our current hardware 
project hardware project for the period 2015 - 2019.

• In order to meet our scientific goals during this period, a 
mixture of access to the DOE’s Leadership Class and 
acquisition of dedicated hardware is needed.

• The plan calls for sustaining around five sustained petaflop/s 
on each class of computer by its final year:

The LQCD-ext II Proposal

14

our most challenging high-temperature gauge configurations, bringing our total request for
leadership computing resources during the five year period of the proposal to 6,625 TF-
Years, as indicated in Table VII. We have assumed that on average, our leadership class
computing resources will increase in accordance with Moore’s law with a doubling time of
1.5 years, as they have done in the past. However, resources available at leadership centers
tend to increase in step, rather than along smooth curves, so the entries in Table VII should
be regarded as averages. As stated earlier, our major analysis projects require significantly
more resources than those needed for configuration generation. We request dedicated com-
puters that will deliver 3,000 TF-Years for this work, in addition to the time on leadership
class computers we request for the calculation of light quark propagators, the most costly
component of physics analysis projects. We also request dedicated hardware that will de-
liver 1,000 TF-Years for thermodynamics projects. Finally, we have budgeted 120 TF-Years
for exploratory projects and algorithm development, bringing the total resources requested
from dedicated computers to 4,820 TF-Years. In Table VII we set out the yearly usage of
dedicated hardware and leadership class computers over the five years of the proposal. The
dedicated hardware can be acquired with a fixed budget of $2.63 million per year.

Fiscal Year Dedicated Hardware Leadership Class Machines
(TF-Years) (TF-Years)

2015 325 430
2016 520 680
2017 800 1,080
2018 1,275 1,715
2019 1,900 2,720
Total 4,820 6,625

TABLE VII: Computing resources from the use of dedicated hardware (column 2) and leadership
class computers (column 3). Computing resources are given in sustained TF-Years. It is assumed
that the leadership class resources will increase with a Moore’s law doubling time of 1.5 years,
whereas a more conservative doubling time of 2.0 years is used for the dedicated hardware figures,
which also include the e↵ect of the retirement of machines after a three year lifetime. It is assumed
that dedicated hardware arrives in mid-year, so is available for only 50% of the year in which it is
installed. The total resources come to 11,445 TF-Years. As noted in the text, we expect roughly
equal resources to come from our international collaborators and from US resources other than
those provided by the INCITE Program.

A. Leadership Class Computers

We believe that the time we anticipate on leadership class computers is realistic. We have
demonstrated that our codes scale to hundreds of thousands of compute cores on these
machines. One examples is shown in Fig. 12, where we plot the total performance of the
conjugate gradient routines for DWF quarks on the Blue Gene/Q in teraflop/s, as a function

33
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LQCD-ext II Budget

15

Computer Location Throughput Final Year
(Sustained TF/s)

Ds FNAL 21.5 2015
12s JLab 12.8 2017
Dsg FNAL 21.3 2017
Bc FNAL 13.8 2018

BG/Q BNL 42.8 2018
12k JLab 35.3 2018

TABLE VIII: Computers operated under LQCD-ext that will be carried over to LQCD III. The
first column gives the computer name, the second its location, the third its total throughput, as
measured by our standard benchmarks, and the fourth the last year in which it will be operated.

Fiscal Year Hardware Budget Operations Budget Total Budget
2015 2.63 1.95 4.58
2016 2.63 2.02 4.65
2017 2.63 2.07 4.70
2018 2.63 2.13 4.76
2019 2.63 2.18 4.81

Totals 13.15 10.36 23.50

TABLE IX: Proposed budget for LQCD III in millions of dollars.

in numerical projects at any given time. There were 35 individual numerical projects in
2012. Overall leadership of USQCD is vested in the USQCD Executive Committee, whose
members are the authors of this proposal. They have been working together since 1999
to organize the community, develop plans for the infrastructure, obtain funding to carry
out these plans and oversee the implementation of them. Membership currently rotates at
the rate of roughly one replacement per year. The Executive Committee has appointed
the Scientific Program Committee (SPC), which plays a major role in setting scientific
priorities and allocating USQCD resources, as is described in Subsection IVA. Members
serve three year terms. The current members are Robert Edwards (JLab, chair), Simon
Catterall (Syracuse), Will Detmold (MIT), Taku Izubuchi (BNL), Peter Petreczky (BNL),
Doug Toussaint (Arizona), and Ruth Van de Water (Fermilab). The Executive Committee
and the SPC are advised by a Scientific Advisory Board (SAB) consisting of experimenters
and phenomenologists in the various sub-fields of high energy and nuclear physics which
depend on lattice gauge theory calculations. Additional information regarding the USQCD
Collaboration can be found at its web site http://www.usqcd.org.

Funding of computational infrastructure by the DOE over the last twelve years has played a
critical role in maintaining a strong research program in lattice QCD in the United States.
The SciDAC 1 grant, which ran from 2001 to 2006, the SciDAC-2 grant, which ran from
2006 to 2012, and the SciDAC-3 grants, which began in 2012 and runs through 2015 for
HEP and through 2017 for NP, have supported the development of community software,
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•  The proposed budget for LQCD-ext II is $23.50 M over five years.
Coming from both HEP and NP. 
The same as for LQCD-ext plus its ARRA-funded supplement.

• LQCD-ext II will allow the accomplishment of the scientific 
goals outlined in the LQCD-ext II proposal, the Snowmass 
Computing Frontier report, and the USQCD white papers.

• The following are some examples.

http://www.usqcd.org/collaboration.html
http://www.usqcd.org/collaboration.html
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Muon g-2

16

• Measured muon g-2 disagrees with Standard-Model prediction by >3σ, 
and new Fermilab Muon g-2 Experiment will reduce the experimental 
error to approximately 0.14 ppm.
• Dominant uncertainty in Standard-Model prediction for muon g-2 from hadronic light-

by-light and vacuum polarization contributions.

• Current estimate for uncertainty in light-by-light comes from the spread of models.

See Van de Water plenary Precision Frontier colloquium at Snowmass.R. Van de Water Lattice-QCD progress in hadronic contributions to muon g-2

Muon g-2 in the Standard Model

3

[1] Davier, Hoecker, Malaescu,
     Zhang, Eur.Phys.J. C71
     (2011) 1515
[2] Prades, de Rafael,
     Vainshtein, 0901.0306

Contribution Result (�1011) Error
QED (leptons) 116 584 718 ± 0.14 ± 0.04� 0.00 ppm
HVP(lo) [1] 6 923 ± 42 0.36 ppm
HVP(ho) -98 ± 0.9exp ± 0.3rad 0.01 ppm
HLbL [2] 105 ± 26 0.22 ppm
EW 154 ± 2 ± 1 0.02 ppm
Total SM 116 591 802 ± 49 0.42 ppm

+

QED (4 loops) & EW (2 loops)

µ µ µ µ
+ +

Hadronic vacuum 
polarization (HVP):

from experimental result 
for e+e-→ hadrons plus 

dispersion relation

µ µ
+ ...

Hadronic light-by-
light (HLbL): 

estimated from 
models such as large 

Nc, vector meson 
dominance, χPT, 

etc...

µ µ

Reducing hadronic light by 
light contribution to 
uncertainty requires new 
lattice methods. 
Promising early results have 
been obtained.

Snowmass Charged Leptons WG Report, p 31.

“Finding a new approach [for the light-by-light contributions], such as lattice QCD, 
in which uncertainties are systematically improvable, is crucial for making 
greatest use of the next round of experiments.”

https://indico.fnal.gov/getFile.py/access?contribId=313&sessionId=93&resId=3&materialId=slides&confId=6890
https://indico.fnal.gov/getFile.py/access?contribId=313&sessionId=93&resId=3&materialId=slides&confId=6890
http://www.hep.caltech.edu/~hitlin/Snowmass_2013/driverfile.pdf
http://www.hep.caltech.edu/~hitlin/Snowmass_2013/driverfile.pdf
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µ to e conversion (and dark matter)

• Observation of charged-lepton flavor violation at Mu2e would be unambiguous 
evidence of new physics.

• Combining measured rates of µ→eɣ and µ→e conversion on different target nuclei 
can distinguish between theories, but predictions for µ→e conversion rate depend 
upon light- and strange-quark contents of nucleon from lattice QCD.

• Same hadronic matrix elements
 also needed to interpret dark-matter
 detection experiments in which the
 DM particle scatters off a nucleus.

• Calculations improved significantly in
recent years, and already rule out much
larger values of fs=ms⟨N|ss|N⟩/MN

favored by early non-lattice estimates.

• Even greater precision is needed for 
Mu2e and dark-matter searches.

• Realistic goal for next five years is to 
pin down values with ~10-20% errors.

17

Junnarkar & Walker-Loud, arXiv:1301.1114
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Neutrino Cross Section

• Cross section for quasielastic νn→e-p and νp→e+n  scattering needed to predict signal and 
background rates in neutrino oscillation searches in few-GeV beams. 

• QE scattering parameterized by vector and
axial-vector hadronic form factors. 

• Modern experiments have outgrown the
dipole Ansatz for                                          : 
no single value of mA fits all data.

• Lattice QCD + analyticity can reliably provide
shape and normalization of              (c.f. |Vub|).

• USQCD student interfacing the analyticity
formalism with the GENIE MC generator being
developed and used by several neutrino
collaborations.  

LBNE

 (GeV)Am
0.5 1 1.5 2

ANL 69
ANL 73
ANL 77
ANL 82
BNL 81
BNL 90
Fermilab 83
NuTeV 04
CERN HLBC 64
CERN HLBC 67
CERN SC 68
CERN HLBC 69
CERN GGM 77
CERN GGM 79
CERN BEBC 90
IHEP 82
IHEP 85
IHEP SCAT 88
IHEP SCAT 90
K2K 06, SciFi
K2K 08, SciBar
MiniBooNE 07
NOMAD 08
MiniBooNE 10
MiniBooNE 10 NCplot from Richard Hill

cf. Bhattacharya, Hill, Paz, arXiv:1108.0423 [hep-ph]
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"In this [energy] region, the cross sections even off free nucleons are not very well measured 
(at the 10 − 40% level) and the data are in frequent conflict with theoretical predictions."
                                                                                                                    Snowmass Neutrino WG Report, p. 43

FA(q2)
?
= gA(1+q2/m2

A)
�2

FA(q2)
?
= gA(1+q2/m2

A)
�2

_

http://www.genie-mc.org/
http://www.genie-mc.org/
http://inspirehep.net/record/921784
http://inspirehep.net/record/921784
http://if-neutrino.fnal.gov/snowmass/neutrinos-v2.0.pdf
http://if-neutrino.fnal.gov/snowmass/neutrinos-v2.0.pdf
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Proton decay
• Proton decay forbidden in the Standard Model, but a natural prediction of grand 

unification.

➡ Observation of proton decay would be unambiguous evidence of  new physics.

• Proton-decay matrix elements
essential to interpret limits on
(or a measurement of) the
proton lifetime as constraints on
GUT scenarios.

• Lattice QCD can compute 
nonperturbative hadronic matrix
elements ⟨π,K,η,... | ONP |p⟩
of new-physics operators.

• RBC/UKQCD recently obtained first three-flavor result for proton-decay matrix 
elements with a complete systematic error assessment [Aoki,Shintani,Soni, arXiv:
1304.7424].

• Errors range from 20-40%, but use of finer lattice spacings and lighter quark masses 
will improve the precision of these matrix elements in the next five years.

19
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Quark-flavor physics

• Lattice QCD will continue to be crucial for upcoming kaon and B-physics experiments, 
e.g.

• Standard-Model branching ratios for rare kaon
decays K+ → π+νν and KL → π0νν decays limited
by ~10% parametric uncertainty in A4∝|Vcb|4;
 |Vcb| can be obtained from exclusive B→D(*)lν
 decays.

• Standard-Model predictions for B→τν and 
Bs→µ+µ- rely on fB and fBs, respectively.

• Standard-Model branching fraction predictions
for rare b→s decays (e.g. B→K(*)l+l- )
limited by hadronic form factor uncertainties.

• Now that field is more mature, expanding program
to more challenging matrix elements such as
K→ππ decay (ΔI=1/2 rule and ε’K/εK),
long-distance amplitudes.
(e.g. rare kaon decays, D-meson mixing),
and multi-hadron final states (e.g. D→ππ,KK,...).

BR(K+ → π+υῡ)

[Brod & Gorbahn
PRD83 (2011) 034030]

δPcu
9%

mc,mt,αs
3%ρ,η

11%

Vcb
73%
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 K→ππ decay and ε’/ε

•Direct CP-violation in K→π π  decays (ε’K/εK) sensitive to new physics because it receives 
contributions from EW penguins.

•Measured experimentally to <10%
precision, but utility for testing
Standard Model handicapped by
large uncertainty in corresponding
weak matrix elements.

• In the past two years, the RBC-UKQCD Collaboration made significant progress in resolving 
theoretical issues associated with computing K→ππ amplitudes.

• Computed ΔI=3/2 matrix elements with nearly physical pion and kaon masses, and obtained 
Re(A2) & Im(A2) with ~20% errors (PRL 108 (2012) 141601).

• Performed pilot study of ΔI=1/2 matrix elements with ~330 MeV pions (PRD 84 (2011) 
114503).

• Simulations with physical pions on BG/Q at ALCF should yield first ab initio QCD calculation 
of ΔI=1/2 rule and ε’K/εK with ~20-30% precision in one or two years.

•With projected lattice improvements, combining the pattern of results for ε’K/εK with K→πνν 
decays can help distinguish between new-physics scenarios (Buras et al., NPB 566 (2000).
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Non-Standard Model Higgs Physics

22

For “theoretical models of the Higgs field ...big ideas are proposed: supersymmetry, higher 
dimensions, Higgs compositeness...”                             Peskin Snowmass Energy Frontier Introduction, p 7.

• Many new-physics scenarios with nonperturbative dynamics can be studied 
quantitatively using lattice-field-theory technology.

• Composite Higgs: Higgs particle could be a dilaton or a pseudo-Goldstone 
boson.

• New lattice methods have been developed to identify conformal or near-conformal behavior 
in gauge theories beyond QCD by studying the running coupling, mass anomalous 
dimension, and chiral-symmetry breaking pattern.

• Current highest priority to find a viable model with a light scalar and S-parameter consistent 
with precision EW constraints.

• Can then make predictions for the particle spectrum and modifications to W-W scattering 
that can be tested at the 14-TeV LHC run or future colliders.

• Supersymmetry:  SUSY-breaking mechanism could be dynamical.

• Simple candidate for SUSY-breaking sector is a supersymmetrized version of QCD.

• Recent lattice efforts focused on studying super-Yang Mills, but long-term goal is to 
simulate super-QCD and compute the soft parameters of the low-energy theory.

• Will constrain existing SUSY models and provide inputs for SUSY model building.

https://indico.fnal.gov/getFile.py/access?contribId=2&sessionId=0&resId=0&materialId=slides&confId=6890
https://indico.fnal.gov/getFile.py/access?contribId=2&sessionId=0&resId=0&materialId=slides&confId=6890
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Spinoffs: LGT and computing in industry

23

• Ken Wilson, inventor of lattice gauge theory, was an 
early proponent of supercomputing.  (In the 70s, he was 
programming array processors in assembly language to attack 
critical phenomena problems for which he won the Nobel Prize.)

• Academic purpose-built Lattice QCD computers 
(Caltech (Cosmic Cube), Columbia, IBM (GF11, not a 
commercial project),  Fermilab ACPMAPS, ...) were 
influential in establishing the parallel computing 
model later adopted by industry.

• The IBM Blue Gene line was spearheaded by Al 
Gara, who began in supercomputing at Columbia on 
Norman Christ’s lattice QCD computers.  (The 
Columbia group helped design the Blue Gene/Q, such as 
Mira at the Argonne Leadership Computing facility.)

• NVIDIA (maker of the GPUs in Titan at the Oak Ridge 
Leadership computing facility) has hired two lattice 
gauge theorists.  They help design future GPU-
based supercomputers by evaluating how they 
would run lattice QCD algorithms.
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Spinoffs: LGT and computing in experimental HEP

• In the coming decade, we will see increasing complexity in chips, 
with increasing hierarchies of processors and memory on each 
chip.

• GPUs:  very complex compute modules and memory, special 
progamming language (CUDA) required.

• USQCD has made its codes run very efficiently, at the cost of many 
person-years of effort.

• Fermilab’s lattice computing group proselytized for GPUs at the lab 
and found interest from the Monte Carlo builders. 

• The Fermilab lattice QCD computing group is leading an effort to 
investigate the applicability of Intel’s latest many-core chip, the 
Phi, with interest from many areas in HEP computing 

• Lattice QCD, off-line track reconstrution, on-line reconstruction and 
high-level triggers, GEANT parallelization, accelerator modeling, 
DES data processing, ...  

• Intel also seems to be entering the supercomputing market.  

24
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Summary 1

• The need for lattice calculations in the coming decade will be 
almost ubiquitous in the HEP experimental.

• In charged lepton physics:  g-2 (vacuum polarization and light by light 
scattering), mu2e, µeγ (nucleon scalar matrix elements).

• In neutrino physics:  LBNE, Nova, ... (nucleon axial M. E.).

• In dark matter experiments:  CDMS, ... (nucleon scalar matrix elements).

• In underground proton decay experiments:  LBNE, ... (proton decay matrix 
elements).

• In quark flavor physics:  Belle-2, LHCb, ... (many matrix elements with 
much better precision).

• At the LHC:  CMS, Atlas (strongly coupled BSM sectors).

• At the ILC, TLEP, muon colliders:  (very high precision αs and mb).

25
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Summary 2

• USQCD dominated quark-flavor physics on the lattice during the 
era of the flavor factories.

• In the coming decade, new lattice calculations will be needed 
throughout the HEP experimental program.

• We have systematically examined the future US experimental 
program and talked with experimenters to determine the lattice 
calculations that need to be done.

• The LQCD-ext II project will help us complete them.

• Continued support of the U.S. lattice-QCD effort is essential to fully 
capitalize on the enormous investment in the HEP experimental program.

• We hope that you agree.

26
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Extra slides
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Scientific motivation
• The experimental high-energy physics community is presently searching 

for new physics with two complementary approaches

(1)  The Energy Frontier:  directly produce new particles at high-energy colliders

(2)  The Intensity Frontier:   observe deviations from the Standard Model in precise 
measurements of rare processes that probe quantum-mechanical loop effects

• Comparison between measurements and Standard-Model predictions often limited 
by nonperturbative matrix elements

• The experimental nuclear physics community aims to 

(1)  Determine the structure, spectrum, and interactions of hadrons

(2)  Understand the properties of matter under extreme conditions

• Lattice QCD enables the determination of hadron properties from first principles

• Lattice gauge theory is crucial to maximize the scientific output of  the 
current and future high-energy and nuclear physics experimental 
programs

28
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                R(D) from unquenched lattice QCD

B→D(*)τν decays sensitive to new-physics contributions such as from charged 
Higgs bosons

Recently BaBar measured the ratios R(D) = BR(B → Dτν)/BR(B → Dlν), R(D*) = BR(B → 
D*τν)/BR(B → D*lν) and observed excesses in both channels that disagree with the 
Standard Model by 3.4σ [PRL 109 (2012) 101802]
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Highlight: 
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2HDM II (This work)

Fermilab Lattice and MILC 
Collaborations quickly followed with 
first Standard-Model calculation of 
R(D) from ab initio lattice-QCD [PRL 
109 (2012) 071802]

Uncertainty smaller than previous model
estimate from dispersive bounds, heavy-
quark symmetry, and quenched lattice 
QCD

Lattice calculation of R(D*) in progress...
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K→πlυ form factor can be combined with experimentally-measured branching fraction
to obtain |Vus| in the Standard Model:

Fermilab Lattice and MILC recently
obtained the first three-flavor
result for the K→πlυ form factor
at zero momentum transfer
with two lattice spacings and a
controlled continuum extrapolation
[Bazavov et al. PRD87, 073012 (2013)]

Single most precise result for f+(0)
enables 0.5% determination of |Vus|

0 0.2 0.4 0.6

aml /(ams )
physical

0.97

0.98

0.99

1

f + 
(q

2 
= 

0)
a = 0.12 fm, moving π
a = 0.12 fm, moving K
a = 0.09 fm, moving π
a = 0.09 fm, moving K
continuum NLO
continuum NNLO (fit)
a = 0.12 fm (fit)
a = 0.09 fm (fit)

χ
2
/dof = 0.81,   p = 0.62

                 K→πlυ form factor in the continuum
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Highlight: 

�(K � ⇤⌅⇥) =
G2

Fm
5
K

192⇤3
C2

KSEW|Vus|2|fK0��

+ (0)|2IK⇥

⇣
1 + �K⇥

EM + �K�
SU(2)

⌘2

 f+Kπ(0) = 0.9667(23)stat(33)sys

|Vus| = 0.2238(9)theo(5)exp
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2013 Highlight: fK/fπ at the physical point

The SU(3) flavor-breaking ratio fK/fπ allows a determination of  |Vud| /|Vus| [Marciano]

MILC collaboration recently obtained the
first lattice-QCD determination of fK/fπ 
(1) including dynamical charm and
(2) at the physical pion mass with
highly-improved staggered (HISQ) quarks
[Bazavov et al. PRL110, 172003]

Eliminate error from extrapolation
to physical u- and d-quark masses

Combined with |Vud| from nuclear
β-decay, enables sub-percent test of
unitarity of 1st row of CKM matrix
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Monte-Carlo statistics 0.22%

Continuum extrapolation 0.28%

Finite-volume corrections 0.14%

EM corrections 0.02%

Total 0.38%

1 − |Vud|2 − |Vus|2 − |Vub|2 = 0.0003(6)
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Determination of Vub from B→πlν

32

The CKM matrix element Vub can be determined from the observed rate for the 
decay of a B meson into a pion and two leptons, B→πlν, and the lattice QCD 
calculation of the form factor parameterizing the strong interaction effects.  

R. Van de Water Searching for new physics at the frontiers with lattice QCD

B ! "l" form factor

The B ! "l" form factor allows the determination of |Vub| via

Few percent determination of exclusive |Vub| challenging:

Lattice statistical errors grow with increasing pion momentum, so form factor 
determination best at large momentum-transfer (q2) 

Errors in experimental branching fraction smallest at low q2
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Decay:  short distance (calculable)
Hadronization:  long distance 
(nonperturbative) - but at leading order, 
long and short distances are cleanly 
separated and probability to hadronize is 
unity

... the basic theoretical tools are more than a decade old 

R. Van de Water Searching for new physics at the frontiers with lattice QCD

Solution to fit perform a combined fit of the numerical lattice form factor data and 
experimentally-measured branching fraction data together to a model-independent 
function based on analyticity, unitarity, and crossing-symmetry leaving |Vub| as a free 
parameter [c.f. Arnesen et. al. Phys. Rev. Lett. 95, 071802 (2005)]

Method used by RV for Fermilab/MILC 
[Phys.Rev. D79 (2009) 054507]

First result to include properly
full correlation matrices for the
lattice and experimental data

Approach now adopted by
both the BABAR and Belle
collaborations
[Phys.Rev.D83:032007,2011;
Phys.Rev.D83:071101,2011]

Exclusive determination of |Vub|

38

Few percent determination of exclusive |Vub| 
challenging:  
both lattice and experimental results are 
momentum dependent and highly correlated.
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B➔πlν
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A Precision Model Independent Determination of |Vub| from B → πlν

M. Christian Arnesen,1 Ben Grinstein,2 Ira Z. Rothstein,3 and Iain W. Stewart1

1Center for Theoretical Physics, Massachusetts Institute of Technology, Cambridge, MA 02139
2Department of Physics, University of California, San Diego, La Jolla, CA, 92093

3Department of Physics, Carnegie Mellon University, Pittsburgh, PA 15213

A precision method for determining |Vub| using the full range in q2 of B → π"ν data is presented.
At large q2 the form factor is taken from unquenched lattice QCD, at q2 = 0 we impose a model
independent constraint obtained from B → ππ using the soft-collinear effective theory, and the shape
is constrained using QCD dispersion relations. We find |Vub| = (3.54 ± 0.17 ± 0.44) × 10−3. With
5% experimental error and 12% theory error, this is competitive with inclusive methods. Theory
error is dominated by the input points, with negligible uncertainty from the dispersion relations.

The remarkable success of the B-factories have lead to
a new era for precision results in the CKM sector of the
standard model. For |Vub| inclusive and exclusive mea-
surements from semileptonic decays should yield a precise
value, but must surmount the now dominant theoreti-
cal uncertainties. For inclusive decays measuring |Vub| is
more difficult than |Vcb| because cuts make observables
either sensitive to a structure function which demands
input from radiative decays, or require neutrino recon-
struction. The heavy flavor averaging group (HFAG)’s
average from inclusive decays based on operator product
expansion techniques is 103|Vub| = 4.7±0.4 [1]. Exclusive
techniques for |Vcb| use heavy quark symmetry (HQS) to
normalize the form factors. For |Vub| from B → π"ν̄ sym-
metry techniques fall flat, and model independent form
factor information relies on precision lattice QCD.

Recently, the Fermilab [2] and HPQCD [3] groups have
presented unquenched lattice results for B → π form
factors. Uncertainties in the discretization restrict the
kinematics to pions that are not too energetic Eπ

<∼
1 GeV, which for the invariant mass of the lepton pair
is 15 GeV2 <∼ q2 ≤ 26.4 GeV2. Unfortunately, since the
phase space goes as |$pπ|3, there are less events and more
experimental uncertainty in this region. For B̄0 → π+"ν̄

dΓ/dq2 = N |Vub|2 |$pπ|3 |f+(q2)|2 , (1)

where N = G2
F /(24π3). For example, Belle [4] found

103 |Vub|q2≥16 =

{

3.87 ± 0.70 ± 0.22+0.85
−0.51 (FNAL)

4.73 ± 0.85 ± 0.27+0.74
−0.50 (HPQCD)

(2)

where the errors are statistical, systematic, and theoret-
ical. In quadrature this is an uncertainty of ∼ 25%.

The latest Babar, CLEO, and Belle average is [5],

Br(B̄0 → π+"−ν̄) = (1.39 ± 0.12)× 10−4 , (3)

which should yield |Vub| at the % 5% level. So far extrac-
tions of |Vub| from the total Br rely on QCD sum rules [6]
and quark models for input. For example, HFAG reports
results on Br(B → {π, ρ,ω}"ν̄) that lead to central values

103|Vub| = 2.9 to 3.9 [1]. Due to the uncertainty they do
not currently average over exclusive extractions of |Vub|.

In this letter we present a model independent exclu-
sive method for determining the entire B → π form fac-
tor f+(q2) and thus |Vub|. A total uncertainty δ|Vub| %
13% is achieved by combining 1) the unquenched lat-
tice results [2, 3], 2) a constraint at q2 = 0 derived
from SCET [7] and B → ππ data, which determines
|Vub|f+(0), and 3) dispersion relations and analyticity
which allow us to interpolate over the entire region
of q2 by bounding the shape of f+(q2) between input
points [8, 9]. The SCET constraint induces an additional
implicit functional dependence on |Vub| in the form fac-
tors. Our first analysis uses just the total Br, yielding an
analytic formula for |Vub|. The second includes q2-spectra
with a χ2 minimization which allows the experimental
data to constrain the theoretical uncertainty. A differ-
ent approach for including the q2-spectra was developed
in [10] based on the Lellouch distribution method [11].

Analyticity Bounds. We briefly review how analytic-
ity constrains the B → π form factors, f+ and f0, re-
ferring to [8, 9, 12] for more detail. Our notation fol-
lows [12], and we set t± = (mB ± mπ)2. Suitable mo-
ments of a time ordered product of currents, Πµν(q2) =
i
∫

d4x eiqx〈0|TJµ(x)J†ν (0)|0〉 can be computed with an
OPE in QCD and are related by a dispersion relation to
a positive definite sum over exclusive states

ImΠµν=

∫

[p.s.] δ(q−pBπ)〈0|J†ν |B̄π〉〈B̄π|Jµ|0〉 + . . . (4)

Keeping this first term bounds a weighted integral over
t+ ≤ t ≤ ∞ of the squared Bπ production form factor.
Using analyticity and crossing symmetry this constrains
the shape in t = q2 of the form factors for B → π in the
physical region 0 ≤ t ≤ t−. The results are simple to
express by writing each of f+(t), f0(t) as a series

f(t) =
1

P (t)φ(t, t0)

∞
∑

k=0

ak(t0) z(t, t0)
k , (5)

with coefficients ak that parameterize different allowed

Rewrite form factors

Unitarity + analyticity:
Σak2≲1.

Heavy quark theory
(Becher, R. Hill):
Σak2~(ΛQCD/mb)3.

2

functional forms. The variable

z(t, t0) =

√
t+ − t −

√
t+ − t0√

t+ − t +
√

t+ − t0
, (6)

maps t+ < t < ∞ onto |z| = 1 and −∞ < t < t+ onto z ∈
[−1, 1]. t0 is a free parameter that can be chosen to attain
the tightest possible bounds, and it defines z(t0, t0) = 0.
We take t0 = 0.65 t− giving −0.34 ≤ z ≤ 0.22 for the
B → π range. In Eq. (5) the “Blaschke” factor P (t)
eliminates sub-threshold poles, so P (t) = 1 for f0, while
P (t) = z(t; m2

B∗) for f+ due to the B∗ pole. Finally, the
“outer” function is given by

φ(t, t0)=

√

nI

Kχ(0)
J

(√

t+−t+
√

t+−t0
) (t+−t)(a+1)/4

(t+−t0)1/4

×
(
√

t+−t+
√

t+
)−(b+3)(√

t+−t+
√

t+−t−
)a/2

, (7)

where nI = 3/2 and for f+: (K = 48π, a = 3, b = 2),

while for f0: (K = 16π/(t+t−), a = 1, b = 1). Here χ(0)
J

corresponds to the lowest moment of Π(q2) computed
with an OPE. At two loops in terms of the pole mass
and condensates and taking µ = mb [11, 13]

χ(0)
f+

=
3
[

1+1.140αs(mb)
]

32π2m2
b

−
mb 〈ūu〉

m6
b

−
〈αsG2〉
12πm6

b

,

χ(0)
f0

=

[

1+0.751αs(mb)
]

8π2
+

mb 〈ūu〉
m4

b

+
〈αsG2〉
12πm4

b

, (8)

with mb〈ūu〉 * −0.076 GeV4, 〈αsG2〉 * 0.063GeV4. We
use mpole

b = 4.88 GeV as a central value. With Eq. (5)
the dispersive bound gives a constraint on the coefficients

nA
∑

k=0

a2
k ≤ 1 , (9)

for any choice of nA.
Eqs. (5) and (9) give only a weak constraint on the

normalization of the form factor f+. In particular, data
favors a0 ∼ 0.02, so a2

0 , 1. The main power of ana-
lyticity is that if we fix f+(q2) at nA input points then
it constrains the q2 shape between these points. With
nA = 5 the error from the bounds is negligibly small rel-
ative to other uncertainties, as we see below (our analysis

is also insensitive to the exact values of χ(0)
J or mb). The

bounds can be strengthened using heavy quark symme-
try or higher moments of Π(q2) [12], but since this uncer-
tainty is very small we do not use these improvements.

Input Points. A constraint at q2 = 0 is useful in pin-
ning down the form factor in the small q2 region. Here we
implement a constraint at q2 = 0 on |Vub|f+(0) that fol-
lows from a B → ππ factorization theorem derived with
SCET [7]. The result holds in QCD and uses isospin sym-
metry and data to eliminate effects due to the relative
magnitude and strong phase of penguin contributions.

Manipulating formulas in [7] we can write the result in
terms of observables

|Vub|f+(0) =

[

64π

m3
Bf2

π

Br(B− → π0π−)

τB− |Vud|2G2
F

]1/2

(10)

×
[

(C1 + C2)tc − C2

C2
1 − C2

2

][

1 + O
(

αs(mb),
ΛQCD

mb

)

]

,

where C1 = 1.08 and C2 = −0.177 are parameters in the
electroweak Hamiltonian at µ = mb (we drop the tiny
C3,4), and tc is a hadronic parameter whose deviation
from 1 measures the size of color suppressed amplitudes.
In terms of the angles β, γ of the unitarity triangle and
CP-asymmetries Sπ+π− and Cπ+π− in B → π+π−,

tc =

√

Rc
(1+Bπ+π− cos 2β + Sπ+π− sin 2β)

2 sin2γ
, (11)

with Rc =[Br(B0 → π+π−)τB− ]/[2Br(B− → π0π−)τB0 ],
and Bπ+π− = (1− C2

π+π−
−S2

π+π−
)1/2. Eqs. (10,11) im-

prove on relations between B → ππ and B → π(ν̄
derived earlier, such as in Ref. [14], because they do not
rely on expanding in αs(

√
mbΛ) or require the use of

QCD sum rules for input parameters to calculate tc.
Using the latest B → ππ data [1], Eq. (10) gives

f0
in = |Vub|f+(0) = (7.2 ± 1.8) × 10−4 . (12)

This estimate of 25% uncertainty accounts for the 10%
experimental uncertainty, and ∼ 20% theory uncertainty
from perturbative and power corrections. The experi-
mental uncertainty includes γ = 70◦ ± 15◦ which cov-
ers the range from global fits and that preferred by the
SCET based B → ππ method from Ref. [15]. As noted
in [7] the dependence of |Vub|f+(0) on γ is mild for larger
γ’s. Estimates for perturbative and power corrections to
Eq. (10) are each at the ∼ 10% level even when “chirally
enhanced” terms are included [14, 16].

Next we consider lattice QCD input points, fk
in, which

are crucial in fixing the form factor normalization. Tech-
nically, using staggered fermions might add model depen-
dence from the (detM)1/4 trick. We take the remark-
able agreement in [17] as an indication that this model
dependence is small.Using the unquenched MILC config-
urations, Refs [2, 3] find consistent results with different
heavy quark actions. As our default we use the Fermilab
results since they have a point at larger q2:

f1
in = f+(15.87) = 0.799± 0.058 ± 0.088 , (13)

f2
in = f+(18.58) = 1.128± 0.086 ± 0.124 ,

f3
in = f+(24.09) = 3.262± 0.324 ± 0.359 .

The first errors in (13) are statistical, ±σi, and the second
are 11% systematic errors, ±yf i

in, with y = 0.11. For the
lattice error matrix, we use Eij = σ2

i δij + y2f i
inf

j
in, which

takes σi uncorrelated and includes 100% correlation in

-.3<z<.3

Most accurate calculation 
of exclusive determination 
of Vub so far.
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where Pþ is a function that accounts for the pole at
q2 ¼ m2

B# and !þ is an analytic function that controls
the values of the ai series coefficients. In terms of the
new variable z, the product of the form factor fþðq2Þ and
the functions Pþ and !þ has the simple form,

P1
i¼0 aiz

i.
We fit the lattice QCD results and experimental data with a
third-order polynomial, where the free parameters of the
fit are the coefficients ai and the relative normalization
between lattice QCD results and experimental results,
which is jVubj. The resulting experimental data
(which are scaled by the fitted jVubj value) and the
lattice QCD results are shown in Fig. 3. We obtain
jVubj ¼ ð3:43& 0:33Þ ' 10(3, a0 ¼ 0:022& 0:002,
a1 ¼ (0:032& 0:004, a2 ¼ (0:080& 0:020, and
a3 ¼ 0:081& 0:066, where the "2=n:d:f: of the fit is
approximately 12=20. Statistically, we find no significant
difference in the fitted value of jVubj using second- and
fourth-order polynomial fits. Note that the error in jVubj

includes both experimental and theoretical uncertainties.
We find that the error includes a 3% contribution from the
branching fraction measurement, a 4% from the q2 shape
measured in data, and an 8% uncertainty from theoretical
normalization. The experimental and the total errors are
compatible with the previous results in Ref. [9,11].
Alternatively, jVubj can be determined from the

measured partial branching fraction using the relation

jVubj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
!B=ð#B0!$Þ

p
, where #B0 is the B0 lifetime [31]

and !$ is the normalized partial decay width derived in
different theoretical approaches [4–6]. These calculations
typically assume a specific parameterization of the form
factor shape. Values of jVubj for different form factor
predictions are given in Table II.
In summary, using 657' 106 B "B events of Belle #ð4SÞ

data, we measure the partial branching fractions of the
decay B0 ! %(‘þ& in 13 bins of q2. The total branching
fraction is found to be ð1:49& 0:04ðstatÞ & 0:07ðsystÞÞ '
10(4. A combined fit of experimental and FNAL/MILC
lattice QCD results [9], yields a new precise determination
of jVubj from this decay, jVubj ¼ ð3:43& 0:33Þ ' 10(3.
Determinations using only a fraction of the phase space
lead to less precise but statistically compatible numbers
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FIG. 2. Distribution of the partial branching fraction as a
function of q2 after unfolding (closed circles). The error bars
show the statistical and the total uncertainty on the data. The
curve is the result of a fit of the BK form factor parameterization
[36] to our data. The four histograms (dashed:ISGW2; plain:
HPQCD; dotted:FNAL; dot-dashed:LCSR) show various form
factor predictions.

TABLE I. Values of !Bðq2Þ and relative uncertainties (%). The uncertainties in MC input
parameters are given separately for branching fractions (BF) and form factors (FF).

q2 (GeV2=c2) 0–6 6–12 12–18 18–26.4 0–16 16–26.4 Total

!B (' 107) 391.19 434.25 389.47 279.18 1096.34 397.75 1494.09
Detector effects 3.4 3.5 3.5 3.5 3.4 3.5 3.4
Physics parameters (BF) 0.8 0.7 0.6 0.7 0.6 0.6 0.6
Physics parameters (FF) 1.9 1.7 1.9 1.8 1.3 1.8 1.1
Continuum correction 4.4 2.3 3.4 2.3 2.1 2.6 1.8
Other sources 2.1 2.5 2.4 2.4 2.1 2.3 2.0
Total statistical error 5.3 3.9 4.8 6.1 3.0 5.3 2.6
Total error 8.2 6.5 7.5 8.1 5.7 7.5 5.2
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FIG. 3. jVubj extraction from a simultaneous fit of experimen-
tal (closed circles) and FNAL/MILC lattice QCD results (open
circles) [9]. The error for each experimental data point is the
total experimental uncertainty. The smaller error bars of the
lattice QCD results are statistical only while the larger ones
also include systematic uncertainties.
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We present a measurement of the charmless semileptonic decay B0 ! !!‘þ" using a data sample

containing 657# 106 B !B events collected with the Belle detector at the KEKB asymmetric-energy eþe!

collider operating near the "ð4SÞ resonance. We determine the total branching fraction of the decay,

BðB0 ! !!‘þ"Þ ¼ ð1:49' 0:04ðstatÞ ' 0:07ðsystÞÞ # 10!4. We also report a new precise measurement

of the differential decay rate and extract the Cabibbo-Kobayashi-Maskawa matrix element jVubj using
model-independent and model-dependent approaches. From a simultaneous fit to the measured differen-

tial decay rate and lattice QCD results, we obtain jVubj ¼ ð3:43' 0:33Þ # 10!3, where the error includes

both experimental and theoretical uncertainties.

DOI: 10.1103/PhysRevD.83.071101 PACS numbers: 12.15.Hh, 13.20.He, 12.38.Qk

Weak transitions among quark flavors in the standard
model (SM) are described by the Cabibbo-Kobayashi-
Maskawa (CKM) matrix [1], in which jVubj is one of the
least known elements. Precise measurements of the values
of the CKM matrix elements are necessary to probe the
quark mixing mechanism of the SM and to search for
possible physics beyond the SM. The magnitude of the
CKM element Vub can be determined from exclusive
b ! u‘" semileptonic decays, of which B0 ! !!‘þ"
[2] yields the most precise value for jVubj. The differential
rate of this decay can be expressed in terms of jVubj and the
form factor fþðq2Þ, where q2 is the square of the momen-
tum transferred from the B meson to the outgoing leptons,
q2 ¼ ðp‘ þ p"Þ2 [3]. The present theoretical understand-
ing of fþðq2Þ is limited, which is a significant source for
systematic uncertainty in the extraction of jVubj from this
decay. Predictions have been obtained in unquenched lat-
tice QCD [4,5], in light cone sum rule (LCSR) theory [6]
and in relativistic quark models [7]. However, these pre-
dictions typically assume a specific shape for fþðq2Þ and
provide reliable predictions only in a limited q2 range
(lattice QCD is valid near q2 maximum, while LCSR is
reliable near the minimum value of q2). Recently, it has
been shown that a determination of jVubj independent of a
form factor shape calculation can be achieved by simulta-
neously fitting the measured q2 spectrum and lattice QCD
results computed near the zero recoil of q2 range [8,9],
resulting in jVubj ¼ ð3:38' 0:36Þ # 10!3 using the ex-
perimental data in Ref. [10] for the decay B0 ! !!‘þ"

where the error includes both theoretical and experi-
mental uncertainties. The experimental uncertainty is a
6% while the theoretical contribution is estimated to
be an 8.5% [9]. In addition, Ref. [11] reports jVubj ¼
ð2:95' 0:31Þ # 10!3 by combining measurements of
B0 ! !!‘þ" and Bþ ! !0‘þ"; here the error contains
a 3% contribution from the branching fraction measure-
ment, a 5% from the shape of the q2 spectrum measured in
data, and an 8.5% from the theoretical normalization.
Here we describe a study of the decay B0 ! !!‘þ" and
measure the branching fraction and the q2 spectrum.
We then compare with other recent studies of this
decay [10–15]. The differential branching fraction is mea-
sured in 13 bins of q2, and jVubj is determined using both
model-independent and model-dependent approaches.
The Belle detector [16,17] is a large-solid-angle mag-

netic spectrometer that consists of a silicon vertex detector
(SVD), a 50-layer central drift chamber (CDC), an array
of aerogel threshold Cherenkov counters (ACC), a barrel-
like arrangement of time-of-flight scintillation counters
(TOF), and an electromagnetic calorimeter composed of
CsI(Tl) crystals (ECL) located inside a superconducting
solenoid coil that provides a 1.5 T magnetic field. An iron
flux-return located outside of the coil is instrumented with
resistive plate chambers to detect K0

L mesons and to iden-
tify muons (KLM).
The data sample corresponds to an integrated luminosity

of 605 fb!1 taken at a center-of-mass (c.m.) energy near
the "ð4SÞ resonance, containing 657# 106 B !B pairs. For
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A Precision Model Independent Determination of |Vub| from B → πlν

M. Christian Arnesen,1 Ben Grinstein,2 Ira Z. Rothstein,3 and Iain W. Stewart1
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3Department of Physics, Carnegie Mellon University, Pittsburgh, PA 15213

A precision method for determining |Vub| using the full range in q2 of B → π"ν data is presented.
At large q2 the form factor is taken from unquenched lattice QCD, at q2 = 0 we impose a model
independent constraint obtained from B → ππ using the soft-collinear effective theory, and the shape
is constrained using QCD dispersion relations. We find |Vub| = (3.54 ± 0.17 ± 0.44) × 10−3. With
5% experimental error and 12% theory error, this is competitive with inclusive methods. Theory
error is dominated by the input points, with negligible uncertainty from the dispersion relations.

The remarkable success of the B-factories have lead to
a new era for precision results in the CKM sector of the
standard model. For |Vub| inclusive and exclusive mea-
surements from semileptonic decays should yield a precise
value, but must surmount the now dominant theoreti-
cal uncertainties. For inclusive decays measuring |Vub| is
more difficult than |Vcb| because cuts make observables
either sensitive to a structure function which demands
input from radiative decays, or require neutrino recon-
struction. The heavy flavor averaging group (HFAG)’s
average from inclusive decays based on operator product
expansion techniques is 103|Vub| = 4.7±0.4 [1]. Exclusive
techniques for |Vcb| use heavy quark symmetry (HQS) to
normalize the form factors. For |Vub| from B → π"ν̄ sym-
metry techniques fall flat, and model independent form
factor information relies on precision lattice QCD.

Recently, the Fermilab [2] and HPQCD [3] groups have
presented unquenched lattice results for B → π form
factors. Uncertainties in the discretization restrict the
kinematics to pions that are not too energetic Eπ

<∼
1 GeV, which for the invariant mass of the lepton pair
is 15 GeV2 <∼ q2 ≤ 26.4 GeV2. Unfortunately, since the
phase space goes as |$pπ|3, there are less events and more
experimental uncertainty in this region. For B̄0 → π+"ν̄

dΓ/dq2 = N |Vub|2 |$pπ|3 |f+(q2)|2 , (1)

where N = G2
F /(24π3). For example, Belle [4] found

103 |Vub|q2≥16 =

{

3.87 ± 0.70 ± 0.22+0.85
−0.51 (FNAL)

4.73 ± 0.85 ± 0.27+0.74
−0.50 (HPQCD)

(2)

where the errors are statistical, systematic, and theoret-
ical. In quadrature this is an uncertainty of ∼ 25%.

The latest Babar, CLEO, and Belle average is [5],

Br(B̄0 → π+"−ν̄) = (1.39 ± 0.12)× 10−4 , (3)

which should yield |Vub| at the % 5% level. So far extrac-
tions of |Vub| from the total Br rely on QCD sum rules [6]
and quark models for input. For example, HFAG reports
results on Br(B → {π, ρ,ω}"ν̄) that lead to central values

103|Vub| = 2.9 to 3.9 [1]. Due to the uncertainty they do
not currently average over exclusive extractions of |Vub|.

In this letter we present a model independent exclu-
sive method for determining the entire B → π form fac-
tor f+(q2) and thus |Vub|. A total uncertainty δ|Vub| %
13% is achieved by combining 1) the unquenched lat-
tice results [2, 3], 2) a constraint at q2 = 0 derived
from SCET [7] and B → ππ data, which determines
|Vub|f+(0), and 3) dispersion relations and analyticity
which allow us to interpolate over the entire region
of q2 by bounding the shape of f+(q2) between input
points [8, 9]. The SCET constraint induces an additional
implicit functional dependence on |Vub| in the form fac-
tors. Our first analysis uses just the total Br, yielding an
analytic formula for |Vub|. The second includes q2-spectra
with a χ2 minimization which allows the experimental
data to constrain the theoretical uncertainty. A differ-
ent approach for including the q2-spectra was developed
in [10] based on the Lellouch distribution method [11].

Analyticity Bounds. We briefly review how analytic-
ity constrains the B → π form factors, f+ and f0, re-
ferring to [8, 9, 12] for more detail. Our notation fol-
lows [12], and we set t± = (mB ± mπ)2. Suitable mo-
ments of a time ordered product of currents, Πµν(q2) =
i
∫

d4x eiqx〈0|TJµ(x)J†ν (0)|0〉 can be computed with an
OPE in QCD and are related by a dispersion relation to
a positive definite sum over exclusive states

ImΠµν=

∫

[p.s.] δ(q−pBπ)〈0|J†ν |B̄π〉〈B̄π|Jµ|0〉 + . . . (4)

Keeping this first term bounds a weighted integral over
t+ ≤ t ≤ ∞ of the squared Bπ production form factor.
Using analyticity and crossing symmetry this constrains
the shape in t = q2 of the form factors for B → π in the
physical region 0 ≤ t ≤ t−. The results are simple to
express by writing each of f+(t), f0(t) as a series

f(t) =
1

P (t)φ(t, t0)

∞
∑

k=0

ak(t0) z(t, t0)
k , (5)

with coefficients ak that parameterize different allowed

Rewrite form factors

Accounts for B* pole 
(like Becirevic-Kaidalov 
parameterization).

PT calculable 
function to make 
aks look simple.

Unitarity + analyticity:
Σak2≲1.

Heavy quark theory
(Becher, R. Hill):
Σak2~(ΛQCD/mb)3.

2

functional forms. The variable

z(t, t0) =

√
t+ − t −

√
t+ − t0√

t+ − t +
√

t+ − t0
, (6)

maps t+ < t < ∞ onto |z| = 1 and −∞ < t < t+ onto z ∈
[−1, 1]. t0 is a free parameter that can be chosen to attain
the tightest possible bounds, and it defines z(t0, t0) = 0.
We take t0 = 0.65 t− giving −0.34 ≤ z ≤ 0.22 for the
B → π range. In Eq. (5) the “Blaschke” factor P (t)
eliminates sub-threshold poles, so P (t) = 1 for f0, while
P (t) = z(t; m2

B∗) for f+ due to the B∗ pole. Finally, the
“outer” function is given by

φ(t, t0)=

√

nI

Kχ(0)
J

(√

t+−t+
√

t+−t0
) (t+−t)(a+1)/4

(t+−t0)1/4

×
(
√

t+−t+
√

t+
)−(b+3)(√

t+−t+
√

t+−t−
)a/2

, (7)

where nI = 3/2 and for f+: (K = 48π, a = 3, b = 2),

while for f0: (K = 16π/(t+t−), a = 1, b = 1). Here χ(0)
J

corresponds to the lowest moment of Π(q2) computed
with an OPE. At two loops in terms of the pole mass
and condensates and taking µ = mb [11, 13]

χ(0)
f+

=
3
[

1+1.140αs(mb)
]

32π2m2
b

−
mb 〈ūu〉

m6
b

−
〈αsG2〉
12πm6

b

,

χ(0)
f0

=

[

1+0.751αs(mb)
]

8π2
+

mb 〈ūu〉
m4

b

+
〈αsG2〉
12πm4

b

, (8)

with mb〈ūu〉 * −0.076 GeV4, 〈αsG2〉 * 0.063GeV4. We
use mpole

b = 4.88 GeV as a central value. With Eq. (5)
the dispersive bound gives a constraint on the coefficients

nA
∑

k=0

a2
k ≤ 1 , (9)

for any choice of nA.
Eqs. (5) and (9) give only a weak constraint on the

normalization of the form factor f+. In particular, data
favors a0 ∼ 0.02, so a2

0 , 1. The main power of ana-
lyticity is that if we fix f+(q2) at nA input points then
it constrains the q2 shape between these points. With
nA = 5 the error from the bounds is negligibly small rel-
ative to other uncertainties, as we see below (our analysis

is also insensitive to the exact values of χ(0)
J or mb). The

bounds can be strengthened using heavy quark symme-
try or higher moments of Π(q2) [12], but since this uncer-
tainty is very small we do not use these improvements.

Input Points. A constraint at q2 = 0 is useful in pin-
ning down the form factor in the small q2 region. Here we
implement a constraint at q2 = 0 on |Vub|f+(0) that fol-
lows from a B → ππ factorization theorem derived with
SCET [7]. The result holds in QCD and uses isospin sym-
metry and data to eliminate effects due to the relative
magnitude and strong phase of penguin contributions.

Manipulating formulas in [7] we can write the result in
terms of observables

|Vub|f+(0) =

[

64π

m3
Bf2

π

Br(B− → π0π−)

τB− |Vud|2G2
F

]1/2

(10)

×
[

(C1 + C2)tc − C2

C2
1 − C2

2

][

1 + O
(

αs(mb),
ΛQCD

mb

)

]

,

where C1 = 1.08 and C2 = −0.177 are parameters in the
electroweak Hamiltonian at µ = mb (we drop the tiny
C3,4), and tc is a hadronic parameter whose deviation
from 1 measures the size of color suppressed amplitudes.
In terms of the angles β, γ of the unitarity triangle and
CP-asymmetries Sπ+π− and Cπ+π− in B → π+π−,

tc =

√

Rc
(1+Bπ+π− cos 2β + Sπ+π− sin 2β)

2 sin2γ
, (11)

with Rc =[Br(B0 → π+π−)τB− ]/[2Br(B− → π0π−)τB0 ],
and Bπ+π− = (1− C2

π+π−
−S2

π+π−
)1/2. Eqs. (10,11) im-

prove on relations between B → ππ and B → π(ν̄
derived earlier, such as in Ref. [14], because they do not
rely on expanding in αs(

√
mbΛ) or require the use of

QCD sum rules for input parameters to calculate tc.
Using the latest B → ππ data [1], Eq. (10) gives

f0
in = |Vub|f+(0) = (7.2 ± 1.8) × 10−4 . (12)

This estimate of 25% uncertainty accounts for the 10%
experimental uncertainty, and ∼ 20% theory uncertainty
from perturbative and power corrections. The experi-
mental uncertainty includes γ = 70◦ ± 15◦ which cov-
ers the range from global fits and that preferred by the
SCET based B → ππ method from Ref. [15]. As noted
in [7] the dependence of |Vub|f+(0) on γ is mild for larger
γ’s. Estimates for perturbative and power corrections to
Eq. (10) are each at the ∼ 10% level even when “chirally
enhanced” terms are included [14, 16].

Next we consider lattice QCD input points, fk
in, which

are crucial in fixing the form factor normalization. Tech-
nically, using staggered fermions might add model depen-
dence from the (detM)1/4 trick. We take the remark-
able agreement in [17] as an indication that this model
dependence is small.Using the unquenched MILC config-
urations, Refs [2, 3] find consistent results with different
heavy quark actions. As our default we use the Fermilab
results since they have a point at larger q2:

f1
in = f+(15.87) = 0.799± 0.058 ± 0.088 , (13)

f2
in = f+(18.58) = 1.128± 0.086 ± 0.124 ,

f3
in = f+(24.09) = 3.262± 0.324 ± 0.359 .

The first errors in (13) are statistical, ±σi, and the second
are 11% systematic errors, ±yf i

in, with y = 0.11. For the
lattice error matrix, we use Eij = σ2

i δij + y2f i
inf

j
in, which

takes σi uncorrelated and includes 100% correlation in

-.3<z<.3

Most accurate calculation 
of exclusive determination 
of Vub so far.
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where Pþ is a function that accounts for the pole at
q2 ¼ m2

B# and !þ is an analytic function that controls
the values of the ai series coefficients. In terms of the
new variable z, the product of the form factor fþðq2Þ and
the functions Pþ and !þ has the simple form,

P1
i¼0 aiz

i.
We fit the lattice QCD results and experimental data with a
third-order polynomial, where the free parameters of the
fit are the coefficients ai and the relative normalization
between lattice QCD results and experimental results,
which is jVubj. The resulting experimental data
(which are scaled by the fitted jVubj value) and the
lattice QCD results are shown in Fig. 3. We obtain
jVubj ¼ ð3:43& 0:33Þ ' 10(3, a0 ¼ 0:022& 0:002,
a1 ¼ (0:032& 0:004, a2 ¼ (0:080& 0:020, and
a3 ¼ 0:081& 0:066, where the "2=n:d:f: of the fit is
approximately 12=20. Statistically, we find no significant
difference in the fitted value of jVubj using second- and
fourth-order polynomial fits. Note that the error in jVubj

includes both experimental and theoretical uncertainties.
We find that the error includes a 3% contribution from the
branching fraction measurement, a 4% from the q2 shape
measured in data, and an 8% uncertainty from theoretical
normalization. The experimental and the total errors are
compatible with the previous results in Ref. [9,11].
Alternatively, jVubj can be determined from the

measured partial branching fraction using the relation

jVubj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
!B=ð#B0!$Þ

p
, where #B0 is the B0 lifetime [31]

and !$ is the normalized partial decay width derived in
different theoretical approaches [4–6]. These calculations
typically assume a specific parameterization of the form
factor shape. Values of jVubj for different form factor
predictions are given in Table II.
In summary, using 657' 106 B "B events of Belle #ð4SÞ

data, we measure the partial branching fractions of the
decay B0 ! %(‘þ& in 13 bins of q2. The total branching
fraction is found to be ð1:49& 0:04ðstatÞ & 0:07ðsystÞÞ '
10(4. A combined fit of experimental and FNAL/MILC
lattice QCD results [9], yields a new precise determination
of jVubj from this decay, jVubj ¼ ð3:43& 0:33Þ ' 10(3.
Determinations using only a fraction of the phase space
lead to less precise but statistically compatible numbers
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FIG. 2. Distribution of the partial branching fraction as a
function of q2 after unfolding (closed circles). The error bars
show the statistical and the total uncertainty on the data. The
curve is the result of a fit of the BK form factor parameterization
[36] to our data. The four histograms (dashed:ISGW2; plain:
HPQCD; dotted:FNAL; dot-dashed:LCSR) show various form
factor predictions.

TABLE I. Values of !Bðq2Þ and relative uncertainties (%). The uncertainties in MC input
parameters are given separately for branching fractions (BF) and form factors (FF).

q2 (GeV2=c2) 0–6 6–12 12–18 18–26.4 0–16 16–26.4 Total

!B (' 107) 391.19 434.25 389.47 279.18 1096.34 397.75 1494.09
Detector effects 3.4 3.5 3.5 3.5 3.4 3.5 3.4
Physics parameters (BF) 0.8 0.7 0.6 0.7 0.6 0.6 0.6
Physics parameters (FF) 1.9 1.7 1.9 1.8 1.3 1.8 1.1
Continuum correction 4.4 2.3 3.4 2.3 2.1 2.6 1.8
Other sources 2.1 2.5 2.4 2.4 2.1 2.3 2.0
Total statistical error 5.3 3.9 4.8 6.1 3.0 5.3 2.6
Total error 8.2 6.5 7.5 8.1 5.7 7.5 5.2
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FIG. 3. jVubj extraction from a simultaneous fit of experimen-
tal (closed circles) and FNAL/MILC lattice QCD results (open
circles) [9]. The error for each experimental data point is the
total experimental uncertainty. The smaller error bars of the
lattice QCD results are statistical only while the larger ones
also include systematic uncertainties.
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We present a measurement of the charmless semileptonic decay B0 ! !!‘þ" using a data sample

containing 657# 106 B !B events collected with the Belle detector at the KEKB asymmetric-energy eþe!

collider operating near the "ð4SÞ resonance. We determine the total branching fraction of the decay,

BðB0 ! !!‘þ"Þ ¼ ð1:49' 0:04ðstatÞ ' 0:07ðsystÞÞ # 10!4. We also report a new precise measurement

of the differential decay rate and extract the Cabibbo-Kobayashi-Maskawa matrix element jVubj using
model-independent and model-dependent approaches. From a simultaneous fit to the measured differen-

tial decay rate and lattice QCD results, we obtain jVubj ¼ ð3:43' 0:33Þ # 10!3, where the error includes

both experimental and theoretical uncertainties.

DOI: 10.1103/PhysRevD.83.071101 PACS numbers: 12.15.Hh, 13.20.He, 12.38.Qk

Weak transitions among quark flavors in the standard
model (SM) are described by the Cabibbo-Kobayashi-
Maskawa (CKM) matrix [1], in which jVubj is one of the
least known elements. Precise measurements of the values
of the CKM matrix elements are necessary to probe the
quark mixing mechanism of the SM and to search for
possible physics beyond the SM. The magnitude of the
CKM element Vub can be determined from exclusive
b ! u‘" semileptonic decays, of which B0 ! !!‘þ"
[2] yields the most precise value for jVubj. The differential
rate of this decay can be expressed in terms of jVubj and the
form factor fþðq2Þ, where q2 is the square of the momen-
tum transferred from the B meson to the outgoing leptons,
q2 ¼ ðp‘ þ p"Þ2 [3]. The present theoretical understand-
ing of fþðq2Þ is limited, which is a significant source for
systematic uncertainty in the extraction of jVubj from this
decay. Predictions have been obtained in unquenched lat-
tice QCD [4,5], in light cone sum rule (LCSR) theory [6]
and in relativistic quark models [7]. However, these pre-
dictions typically assume a specific shape for fþðq2Þ and
provide reliable predictions only in a limited q2 range
(lattice QCD is valid near q2 maximum, while LCSR is
reliable near the minimum value of q2). Recently, it has
been shown that a determination of jVubj independent of a
form factor shape calculation can be achieved by simulta-
neously fitting the measured q2 spectrum and lattice QCD
results computed near the zero recoil of q2 range [8,9],
resulting in jVubj ¼ ð3:38' 0:36Þ # 10!3 using the ex-
perimental data in Ref. [10] for the decay B0 ! !!‘þ"

where the error includes both theoretical and experi-
mental uncertainties. The experimental uncertainty is a
6% while the theoretical contribution is estimated to
be an 8.5% [9]. In addition, Ref. [11] reports jVubj ¼
ð2:95' 0:31Þ # 10!3 by combining measurements of
B0 ! !!‘þ" and Bþ ! !0‘þ"; here the error contains
a 3% contribution from the branching fraction measure-
ment, a 5% from the shape of the q2 spectrum measured in
data, and an 8.5% from the theoretical normalization.
Here we describe a study of the decay B0 ! !!‘þ" and
measure the branching fraction and the q2 spectrum.
We then compare with other recent studies of this
decay [10–15]. The differential branching fraction is mea-
sured in 13 bins of q2, and jVubj is determined using both
model-independent and model-dependent approaches.
The Belle detector [16,17] is a large-solid-angle mag-

netic spectrometer that consists of a silicon vertex detector
(SVD), a 50-layer central drift chamber (CDC), an array
of aerogel threshold Cherenkov counters (ACC), a barrel-
like arrangement of time-of-flight scintillation counters
(TOF), and an electromagnetic calorimeter composed of
CsI(Tl) crystals (ECL) located inside a superconducting
solenoid coil that provides a 1.5 T magnetic field. An iron
flux-return located outside of the coil is instrumented with
resistive plate chambers to detect K0

L mesons and to iden-
tify muons (KLM).
The data sample corresponds to an integrated luminosity

of 605 fb!1 taken at a center-of-mass (c.m.) energy near
the "ð4SÞ resonance, containing 657# 106 B !B pairs. For

H. HA et al. PHYSICAL REVIEW D 83, 071101(R) (2011)
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Determination of Vub from B→πlν
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• Several groups have improved calculations underway;

• Should be able to reduce the lattice errors in |Vub| to the current 
experimental level of ~4-6%

Uncertainty from combined 
fit ~ 8%.
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Why search at the intensity frontier?
Precision measurements probe quantum-mechanical loop effects, e.g.:

Sensitive to physics at higher energy scales than those probed at LHC, in some cases 
O(1,000 - 10,000 TeV) [Isidori, Nir, Perez, Ann.Rev.Nucl.Part.Sci. 60 (2010) 355]

If new particles are discovered at ATLAS & CMS, precise measurements will still be 
needed to extract the flavor & CP-violating couplings and determine the underlying 
structure of the theory
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Project X
@ Fermilab
K0 → π0νν

(Select) Upcoming experiments
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NOW 20142013 2020+

Belle II
sin(2β), B →τ(µ)ν,

B→π(ρ)lν, B→D(*)lν,
rare b→sγ & b→sll decays, ...

E14 “KOTO” @ J-PARC
                 K0 → π0νν

NA62 @ CERN SPS
K+ → π+νν

ATLAS/CMS
Δms, Bs→µ+µ-, ...

LHCb
rare b→sγ & b→sll decays, 

Bs→µ+µ-, D-mixing...

2016

new
muon g-2

ORKA
K+ → π+νν

2019

Mu2e

LBNE
neutrino mixing & 

mass hierarchy,
proton decay, ...
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Scientific goals and 5-year plan

USQCD aims to support the US HEP experimental intensity-physics program by 
“improv[ing] the accuracy of QCD calculations to the point where they no longer limit 
what can be learned from high precision experiments that seek to test the Standard 
Model” — USQCD HEP SciDAC-3 proposal

2013 White Paper “Lattice QCD at the Intensity Frontier” outlines a program of 
calculations matched to experimental priorities 

(1) “Improve the calculation of the matrix elements needed for the CKM unitarity fit”

(2) “Calculate ... new, more computationally demanding, matrix elements that are 
needed for the interpretation of planned (and in some cases old) experiments” 

Target quantities and precision goals developed with input from experimentalists 
and phenomenologists (primarily quark-flavor and muon g-2)

Currently in discussions with neutrino and charged-lepton communities to expand 
lattice-QCD portfolio relevant for LBNE, Mu2e, etc...
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Computational developments

Petascale computing resources will enable simulations with increased statistics, 
lighter pions, finer lattice spacings, and larger volumes, thereby helping most sources of 
uncertainty

The following improvements will become
widespread over the next five years

(1)Simulations with physical-mass pions

(2) Systematic inclusion of
isospin-breaking and EM

(3) Dynamical charm quarks

Improved algorithms and analysis
methods also being pursued, but
difficult to predict
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Rare B decays
Standard Model branching fraction 
predictions for many b→s 
processes limited by hadronic form 
factor uncertainties

E.g., hadronic uncertainties are 
dominant error for B→K*l+l - decay 
observables over all q2

Lattice QCD calculations are 
underway of B→Kl+l -

[Zhou et al.(Fermilab/MILC), arXiv:
1111.0981]
and of B→K*l+l - & B→K*γ
[Liu et al., arXiv:1101.2726]

Expect first lattice-QCD results for 
B→Kl+l - by the end of the year 
with few-percent errors in the 
high-q2 region
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Muon anomalous magnetic moment
Sensitive probe of  heavy mass scales in the several hundred GeV range

New particles can generate significant non-Standard Model contributions in well-motivated 
models such as Supersymmetry or warped extra dimensions

Muon g-2 currently measured experimentally to 0.54 ppm

 A >3σ discrepancy with the Standard Model, assuming you trust the SM prediction...

New Muon g-2 experiment will reduce error by a factor of four to 0.14 ppm

Reduction in theoretical uncertainty on SM prediction to the same level
(with more reliable error estimate!) needed to conclusively establish the presence of 
new physics with the planned measurement
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Standard-Model contributions to g-2

41

[1] Davier, Hoecker, Malaescu,
     Zhang, Eur.Phys.J. C71
     (2011) 1515
[2] Prades, de Rafael,
     Vainshtein, arXiv:0901.030

Contribution Result (�1011) Error
QED (leptons) 116 584 718 ± 0.14 ± 0.04� 0.00 ppm
HVP(lo) [1] 6 923 ± 42 0.36 ppm
HVP(ho) -98 ± 0.9exp ± 0.3rad 0.01 ppm
HLbL [2] 105 ± 26 0.22 ppm
EW 154 ± 2 ± 1 0.02 ppm
Total SM 116 591 802 ± 49 0.42 ppm

+

QED (4 loops) & EW (2 loops)

+ +

Hadronic vacuum 
polarization (HVP):

from experimental result 
for e+e-→ hadrons plus 

dispersion relation

+ ...

Hadronic light-by-
light (HLbL): 

estimated from 
models such as large 

Nc, vector meson 
dominance, χPT, 

etc...
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Recent lattice-QCD progress
Lattice QCD can provide calculations of the hadronic contributions from QCD 
first principles with controlled uncertainties that are systematically 
improvable

USQCD research and development efforts on both hadronic contributions are ongoing

Hadronic vacuum polarization

Aubin et al.,[Phys.Rev. D86 (2012) 054509] introduced model-independent fitting 
approach based on analytic structure of Π(Q2) using Padé approximants to eliminate 
potentially hidden systematic associated with vector-meson dominance fits

Theoretical improvements + increased computing resources should enable a lattice-
QCD determination with few-percent error on the timescale of New g-2

Hadronic light-by-light 

RBC Collaboration [Hayakawa et al., PoS LAT2005 (2006) 353] developed a promising 
method using QCD + QED lattice simulations that is simpler and cleaner than the 
correlation function of 4 currents, but calculation still in early stages

Over the next few years, US lattice-QCD community will increase both human and 
computing resources devoted to this high-priority calculation
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http://inspirebeta.net/author/Hayakawa%2C%20Masashi?recid=691579&ln=en
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Muon-to-electron conversion
Charged-lepton flavor violation highly suppressed in the Standard Model

➡ Observation of CLFV would be unambiguous evidence of new physics

Many new-physics models allow for CLFV and predict rates close to current limits

Mu2e Experiment @ Fermilab (with Project X) aims to search for μN → eN with a 
sensitivity four orders of magnitude below the current best limit

MEG@PSI searching for μ → eɣ, while Mu3e proposes improved search for μ → eee

Combining measured rates of µ → eɣ and µ → e conversion on different target nuclei  
can distinguish between models and reveal information on underlying theory
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Neutrino physics

• Understanding neutrino-nucleon scattering
essential to determine the flux of incoming
neutrinos and interpret experimental
measurements

• Accelerator neutrino experiments are in
the low-energy regime most complicated by
the nuclear environment

• Cross section for quasi-elastic νµn→µp
and νµp→µn scattering is parameterized
by hadronic form factors that can be
computed from first principles with
lattice QCD

• Observation of  proton decay would be unambiguous evidence of  new 
physics

• Lattice-QCD calculations of proton-decay matrix elements ⟨π,K,η,... | ONP |p⟩ 
essential to interpret limits on (or a measurement of) the proton lifetime as 
constraints on GUT models

[Formaggio & Zeller,
RMP 84, 1307‐1341, 2012]
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e+e- → mc
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J/ψ ψ ,
▲  BES (2001)
❍  MD-1
▼  CLEO
■  BES (2006)pQCD
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Figure 3: R(s) for different energy intervals around the charm threshold region. The
solid line corresponds to the theoretical prediction, the uncertainties obtained from the
variation of the input parameters and of µ are indicated by the dashed curves. The inner
and outer error bars give the statistical and systematical uncertainty, respectively.

bottom case are obvious.
Below 3.73 GeV only u, d and s quarks are produced. To allow for a smooth transition

6
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Using new four-loop results for the heavy quark vacuum polarization and new data for bottom quark

production in electron-positron annihilation, an update on the determination of charm- and bottom-quark

masses through sum rules has been performed. The previous result for the charm-quark mass,

mcð3 GeVÞ ¼ 0:986ð13Þ GeV, based on the lowest moment, is supported by the new results from higher

moments which lead to consistent values with comparable errors. The new value for the bottom quark,

mbð10 GeVÞ ¼ 3:610ð16Þ GeV, corresponding to mbðmbÞ ¼ 4:163ð16Þ GeV, makes use of both the new

data and the new perturbative results and is consistent with the earlier determination.
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I. INTRODUCTION

The precise determination of charm- and bottom-quark
masses has always been an important task both for theory
and experiment. The most precise values have been ob-
tained [1] from an analysis of the ITEP sum rules [2] (for
reviews see Refs. [3–5]), combining data for the heavy
quark production cross section in electron-positron colli-
sion with dispersion relations and a four-loop evaluation of
the vacuum polarization induced by the heavy quark cur-
rent. In this paper, we present an update of these results.
We will include data recently published by the BABAR
Collaboration [6] and make use of new perturbative results
which replace the estimates for the four-loop coefficients
of higher moments used in the earlier publications.

II. ANALYTIC RESULTS

Our determination of the heavy quark masses follows
closely Refs. [1,7,8]. It is based on the direct comparison of
the theoretical and experimental evaluations of the contri-
butions to the derivatives of the polarization function
!Qðq2Þ, the former evaluated in perturbative QCD, the
latter through moments of the measured cross section for
heavy quark production in electron-positron annihilation.
Using dispersion relations, the moments of RQ [9]

M n %
Z ds

snþ1 RQðsÞ; (1)

can be related to the derivatives of the vacuum polarization
function at q2 ¼ 0

M n ¼ 12!2

n!
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d

dq2
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n
!Qðq2Þjq2¼0: (2)

In its domain of analyticity !Qðq2Þ can be cast into the
form

!Qðq2Þ ¼ Q2
Q
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with z ¼ q2=ð4m2
QÞ. HeremQ ¼ mQð"Þ is the heavy quark

mass with chargeQQ in theMS scheme at the scale". The
coefficients "Cn depend on #s and on the heavy quark mass
through logarithms of the form lmQ

¼ lnðm2
Qð"Þ="2Þ.

Equating theoretically calculated and experimentally mea-
sured moments, the heavy quark mass is given by
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As a perturbative series the coefficients "Cn can be written
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The terms of order #2
s were evaluated up to n ¼ 8 in

Refs. [10–12] (and recently in Refs. [13,14] even up to n ¼
30). The four-loop contributions to "C0 and "C1 were calcu-
lated in Refs. [15,16]. For the higher moments the analysis

of [1] was based on estimates for "Cð30Þ
n with n ¼ 2; 3; 4,

which lead to an additional uncertainty in the mass deter-
mination. Recently the exact results for the second [17] and
third [18] moments were obtained. Combining these coef-
ficients with additional information on the threshold and
the high-energy behavior and using the analyticity of
!Qðq2Þ and Padé approximations, fairly precise numerical
results were obtained [19] for the higher coefficients up to
n ¼ 10. (For an earlier analysis along similar lines see
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masses has always been an important task both for theory
and experiment. The most precise values have been ob-
tained [1] from an analysis of the ITEP sum rules [2] (for
reviews see Refs. [3–5]), combining data for the heavy
quark production cross section in electron-positron colli-
sion with dispersion relations and a four-loop evaluation of
the vacuum polarization induced by the heavy quark cur-
rent. In this paper, we present an update of these results.
We will include data recently published by the BABAR
Collaboration [6] and make use of new perturbative results
which replace the estimates for the four-loop coefficients
of higher moments used in the earlier publications.

II. ANALYTIC RESULTS

Our determination of the heavy quark masses follows
closely Refs. [1,7,8]. It is based on the direct comparison of
the theoretical and experimental evaluations of the contri-
butions to the derivatives of the polarization function
!Qðq2Þ, the former evaluated in perturbative QCD, the
latter through moments of the measured cross section for
heavy quark production in electron-positron annihilation.
Using dispersion relations, the moments of RQ [9]
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Refs. [10–12] (and recently in Refs. [13,14] even up to n ¼
30). The four-loop contributions to "C0 and "C1 were calcu-
lated in Refs. [15,16]. For the higher moments the analysis

of [1] was based on estimates for "Cð30Þ
n with n ¼ 2; 3; 4,

which lead to an additional uncertainty in the mass deter-
mination. Recently the exact results for the second [17] and
third [18] moments were obtained. Combining these coef-
ficients with additional information on the threshold and
the high-energy behavior and using the analyticity of
!Qðq2Þ and Padé approximations, fairly precise numerical
results were obtained [19] for the higher coefficients up to
n ¼ 10. (For an earlier analysis along similar lines see
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Lattice QCD
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can also compute such correlation functions with high accuracy.

of the QCD coupling from Wilson loops to compare with
our new result from the correlators. We summarize our
findings in Sec. VII and compare our results with work by
others. There we also update our recent calculations of the
light-quark masses from the c mass. In the Appendix we
present a powerful simplification for complicated least-
squares fits that can greatly reduce the computing required
for fits. We use this technique in dealing with finite-a
errors in our analysis.

II. HEAVY-QUARK CORRELATOR MOMENTS

Following our earlier paper [1], we focus on correlators
formed from the pseudoscalar density of a heavy quark,
j5 ¼ !c h!5c h:

GðtÞ ¼ a6
X

x

ðam0hÞ2h0jj5ðx; tÞj5ð0; 0Þj0i; (1)

wherem0h is the heavy quark’s bare mass (from the lattice-
QCD Lagrangian), t is Euclidean and periodic with period
T, heavy-quark annihilation into gluons is omitted (be-
cause it is negligible [16]), and the sum over spatial posi-
tions x sets the total three momentum to zero. In our earlier
paper we examined only c quarks; here we will consider a
range of masses between the c and b masses. While we
have written this formula for use with the lattice regulator,
it is important to note that the correlator is UV finite
because we include the factors of am0h. Consequently
lattice and continuum GðtÞ’s are equal when t ! 0 up to
OððamhÞmÞ corrections, which vanish in the continuum
limit [17].

The moments of GðtÞ are particularly simple to analyze:

Gn $
X

t

ðt=aÞnGðtÞ; (2)

where, on our periodic lattice [1],

t=a 2 f0; 1; 2; . . . ; T=2a% 1; 0;%T=2aþ 1; . . . ;%2;%1g:
(3)

Low moments emphasize small t’s and so are perturbative;
and moments with n ' 4 are UV cutoff independent [17].
Therefore

Gn ¼
gnð"MSð#Þ;#=mhÞ

ðamhð#ÞÞn%4 þOððamhÞmÞ (4)

for small n ' 4, where mhð#Þ is the heavy quark’s MS
mass at scale #, and the dimensionless factor gn can be
computed using continuum perturbation theory.

Again following our previous paper, we introduce re-
duced moments to suppress both lattice artifacts and tuning
errors in the heavy quark’s mass [18]:

Rn $
!
G4=G

ð0Þ
4 for n ¼ 4;

am$h

2am0h
ðGn=G

ð0Þ
n Þ1=ðn%4Þ for n ' 6;

(5)

where Gð0Þ
n is the moment in lowest-order, weak-coupling

perturbation theory, using the lattice regulator, and m$h
is

the (nonperturbative) mass of the pseudo-Goldstone h !h
boson. The reduced moments can again be written in terms
of continuum quantities:

Rn $
!
r4ð"MS;#=mhÞ for n ¼ 4;
zð#=mh;m$h

Þrnð"MS;#=mhÞ for n ' 6;
(6)

up to OððamhÞm"sÞ corrections, where

zð#=mh;m$h
Þ $ m$h

2mhð#Þ ; (7)

and rn is obtained from gn [Eq. (4)] and its value, gð0Þn , in
lowest-order continuum perturbation theory:

rn ¼
!
g4=g

ð0Þ
4 for n ¼ 4;

ðgn=gð0Þn Þ1=ðn%4Þ for n ' 6:
(8)

Our strategy for extracting quark masses and the QCD
coupling relies upon lattice simulations to determine non-
perturbative values for the Rn, using simulation results for
am$h

=am0h. We then compare this simulation ‘‘data’’ to
the continuum perturbation theory formulas [Eq. (6)]. That
is, we find values for "MSð#Þ and zð#=mh;m$h

Þ that make
lattice and continuum results agree for small n ' 4. The
function zð#=mh;m$h

Þ can then be combined with experi-
mental results for m$c

and m$b
to obtain masses for the c

and b quarks:

mcð#Þ ¼ mexp
$c

2zð#=mc;m
exp
$c Þ

;

mbð#Þ ¼ mexp
$b

2zð#=mb;m
exp
$b Þ

:

(9)

Parameter # sets the scale for "MS in the perturbative
expansions of the rn. An obvious choice for this parameter
is # ¼ mh since the quark mass, together with n, sets the
momentum scale in our correlators. As noted in our pre-
vious paper, however, perturbation theory is somewhat
more convergent if we use larger #s in the c-quark case.
Consequently here we take #=mh ¼ 3, which is approxi-
mately what we did in our previous paper.
The mass and coupling determinations were done sepa-

rately in our previous paper. Here we extract them simul-
taneously, to guarantee consistency between results. Also
in our previous paper we considered only heavy-quark
masses near the c mass. Here we explore a variety of
masses ranging from just below the c mass to just below
the b mass. This allows us to obtain a value for b-quark’s
mass.
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of the QCD coupling from Wilson loops to compare with
our new result from the correlators. We summarize our
findings in Sec. VII and compare our results with work by
others. There we also update our recent calculations of the
light-quark masses from the c mass. In the Appendix we
present a powerful simplification for complicated least-
squares fits that can greatly reduce the computing required
for fits. We use this technique in dealing with finite-a
errors in our analysis.

II. HEAVY-QUARK CORRELATOR MOMENTS

Following our earlier paper [1], we focus on correlators
formed from the pseudoscalar density of a heavy quark,
j5 ¼ !c h!5c h:

GðtÞ ¼ a6
X

x

ðam0hÞ2h0jj5ðx; tÞj5ð0; 0Þj0i; (1)

wherem0h is the heavy quark’s bare mass (from the lattice-
QCD Lagrangian), t is Euclidean and periodic with period
T, heavy-quark annihilation into gluons is omitted (be-
cause it is negligible [16]), and the sum over spatial posi-
tions x sets the total three momentum to zero. In our earlier
paper we examined only c quarks; here we will consider a
range of masses between the c and b masses. While we
have written this formula for use with the lattice regulator,
it is important to note that the correlator is UV finite
because we include the factors of am0h. Consequently
lattice and continuum GðtÞ’s are equal when t ! 0 up to
OððamhÞmÞ corrections, which vanish in the continuum
limit [17].

The moments of GðtÞ are particularly simple to analyze:

Gn $
X

t

ðt=aÞnGðtÞ; (2)

where, on our periodic lattice [1],

t=a 2 f0; 1; 2; . . . ; T=2a% 1; 0;%T=2aþ 1; . . . ;%2;%1g:
(3)

Low moments emphasize small t’s and so are perturbative;
and moments with n ' 4 are UV cutoff independent [17].
Therefore

Gn ¼
gnð"MSð#Þ;#=mhÞ

ðamhð#ÞÞn%4 þOððamhÞmÞ (4)

for small n ' 4, where mhð#Þ is the heavy quark’s MS
mass at scale #, and the dimensionless factor gn can be
computed using continuum perturbation theory.

Again following our previous paper, we introduce re-
duced moments to suppress both lattice artifacts and tuning
errors in the heavy quark’s mass [18]:

Rn $
!
G4=G

ð0Þ
4 for n ¼ 4;

am$h

2am0h
ðGn=G

ð0Þ
n Þ1=ðn%4Þ for n ' 6;

(5)

where Gð0Þ
n is the moment in lowest-order, weak-coupling

perturbation theory, using the lattice regulator, and m$h
is

the (nonperturbative) mass of the pseudo-Goldstone h !h
boson. The reduced moments can again be written in terms
of continuum quantities:

Rn $
!
r4ð"MS;#=mhÞ for n ¼ 4;
zð#=mh;m$h

Þrnð"MS;#=mhÞ for n ' 6;
(6)

up to OððamhÞm"sÞ corrections, where

zð#=mh;m$h
Þ $ m$h

2mhð#Þ ; (7)

and rn is obtained from gn [Eq. (4)] and its value, gð0Þn , in
lowest-order continuum perturbation theory:

rn ¼
!
g4=g

ð0Þ
4 for n ¼ 4;

ðgn=gð0Þn Þ1=ðn%4Þ for n ' 6:
(8)

Our strategy for extracting quark masses and the QCD
coupling relies upon lattice simulations to determine non-
perturbative values for the Rn, using simulation results for
am$h

=am0h. We then compare this simulation ‘‘data’’ to
the continuum perturbation theory formulas [Eq. (6)]. That
is, we find values for "MSð#Þ and zð#=mh;m$h

Þ that make
lattice and continuum results agree for small n ' 4. The
function zð#=mh;m$h

Þ can then be combined with experi-
mental results for m$c

and m$b
to obtain masses for the c

and b quarks:

mcð#Þ ¼ mexp
$c

2zð#=mc;m
exp
$c Þ

;

mbð#Þ ¼ mexp
$b

2zð#=mb;m
exp
$b Þ

:

(9)

Parameter # sets the scale for "MS in the perturbative
expansions of the rn. An obvious choice for this parameter
is # ¼ mh since the quark mass, together with n, sets the
momentum scale in our correlators. As noted in our pre-
vious paper, however, perturbation theory is somewhat
more convergent if we use larger #s in the c-quark case.
Consequently here we take #=mh ¼ 3, which is approxi-
mately what we did in our previous paper.
The mass and coupling determinations were done sepa-

rately in our previous paper. Here we extract them simul-
taneously, to guarantee consistency between results. Also
in our previous paper we considered only heavy-quark
masses near the c mass. Here we explore a variety of
masses ranging from just below the c mass to just below
the b mass. This allows us to obtain a value for b-quark’s
mass.
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Correlation functions of all currents can be 
calculated in perturbation theory (and with the 
lattice).  The most precise mc can be obtained 
by choosing the one that is most precise on the 
lattice:  the pseudoscalar correlator.

Perturbation theory to αs3 from the Karlsruhe group.
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Note that the ratio mbð!; nfÞ=mcð!; nfÞ is independent
of ! and nf. We obtain the following result for this mass
ratio:

mb=mc ¼ 4:53ð4Þ: (36)

The other important output from our fit is a value for the
parameter

"0 $ "MSð5 GeV; nf ¼ 3Þ ¼ 0:2034ð21Þ: (37)

To compare with other determinations of the coupling, we
add vacuum polarization corrections from the c and b
quarks, using the masses above, and evolve to the
Z-meson mass [20–23]:

"MSðMZ; nf ¼ 5Þ ¼ 0:1183ð7Þ: (38)

Figure 2 shows how consistent our simulation results are
with the theoretical curve for "MSð!; nf ¼ 3Þ correspond-
ing to our value for "0. For this figure we extracted values
for "MS from each Rn separately by dividing out the a2

dependence and zð3; m#h
Þ using our best-fit parameters,

and then solving for "MS by matching with perturbation
theory for rn. (In our fit, of course, we fit all Rn’s simul-
taneously to obtain a single "MS for all of them.)
The dominant sources of error for our results are listed in

Table IV. The largest uncertainties come from extrapola-
tions to a ¼ 0, especially for quantities involving b quarks;
unknown higher-order terms in perturbation theory, espe-
cially for quantities involving c quarks; statistical fluctua-
tions; extrapolations in the heavy quark mass, especially
for quantities involving b quarks; and uncertainties in
static-quark parameters r1=a and r1. The pattern of errors
is as expected in each case. The nonperturbative contribu-
tion from the gluon condensate is negligible except for mc,
again as expected; and errors due to mistuned sea-quark
masses, finite-volume errors, and uncertainties in MS cou-
pling and mass evolution are negligible (< 0:05%).
The a2 extrapolations of our data are not large. This is

illustrated for mh % mc in Fig. 3, which shows the a2

dependence of the reduced moments. The smallest two
lattice spacings are sufficiently close to a ¼ 0 so that the
extrapolation is almost linear from those points. The a ¼ 0
extrapolated values we obtain here for the Rn agree to
within (smaller) errors with those in our previous paper:
here we get 1.282(4), 1.527(4), 1.373(3), 1.304(2) with
n ¼ 4, 6, 8, 10, respectively, for the masses used in the
figure.
We tested the stability of our analysis in several ways:
(i) Vary perturbation theory: We chose ! ¼ 3mh in

order to keep scales large and "MSð!Þ small. Our
results are quite insensitive to !, however. Choosing
! ¼ mh, for example, shifts none of our results by
more than 0:2$, and leaves all errors unchanged
except for mcð3Þ, where the error increases by a
third. Taking ! ¼ 9mh shifts results by less than
0:4$, and reduces the mc error by one-third, leaving
others only slightly reduced. Adding more terms to
the perturbative expansions (Npth ¼ 6 ! 8) also has
essentially no effect on the results. The prior for the

FIG. 2 (color online). QCD coupling "MSð!; nf ¼ 3Þ as a
function of m#h

where ! ¼ 3mh. The solid line, plus gray error

envelope, shows the best-fit coupling from our fit when pertur-
bative evolution is assumed. The data points are values of "MS

extracted from individual simulation results for Rn after extrap-
olating to a ¼ 0 and dividing out zð3; m#h

Þ (n > 4). Results are
given for moments n ¼ 4–10 and all 5 lattice spacings. Several
points from different lattice spacings overlap in these plots.

TABLE IV. Sources of uncertainty for the QCD coupling and
mass determinations in this paper. In each case the uncertainty is
given as a percentage of the final value.

mcð3Þ mbð10Þ mb=mc "MSðMZÞ
a2 extrapolation 0.2% 0.6% 0.5% 0.2%
Perturbation theory 0.5 0.1 0.5 0.4
Statistical errors 0.1 0.3 0.3 0.2
mh extrapolation 0.1 0.1 0.2 0.0
Errors in r1 0.2 0.1 0.1 0.1
Errors in r1=a 0.1 0.3 0.2 0.1
Errors in m#c

, m#b
0.2 0.1 0.2 0.0

"0 prior 0.1 0.1 0.1 0.1
Gluon condensate 0.0 0.0 0.0 0.2

Total 0.6% 0.7% 0.8% 0.6%
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we fit moments with 4 ! n ! 10 from 22 of these parame-
ter sets (the ones with am!h

! 1:95)—88 pieces of simu-
lation data in all. In this section we first describe the fitting
method used to extract the masses and coupling, and then
we review our results.

A. Constrained fits

We analyze all four Rn’s for all 22 parameter sets
simultaneously using a constrained fitting procedure based
upon Bayesian ideas [19]. In this procedure we minimize
an augmented "2 function of the form

"2 ¼
X

in;jm

!Rnið#$2
R Þin;jm!Rmj þ

X

$

%"2
$; (32)

where

!Rni ' Rlatt
ni $ Rnð&i; m!hi; ai; NamÞ; (33)

the Rlatt
n come from Table II with corrections from

Eqs. (26), (28), and (30); fit function Rnð( ( (Þ is defined
by Eq. (15); and #2

R is the error covariance matrix for the
Rlatt
n . The sums i, j are over the 22 sets of lattice spacings

and quark masses; the sums n, m range over the moments
4, 6, 8, and 10.

Function Rnð&i; m!hi; ai; NamÞ depends upon a large
number of parameters, all of which are varied in the fit to
minimize "2. Priors %"2

$ are included for each of these:

(i) parameters zj, with prior Eq. (13), from the 1=m!h

expansion of zð&=mh;m!h
Þ;

(ii) parameters cðnÞij , with prior Eq. (17), from the finite-
lattice spacing corrections;

(iii) unknown perturbative coefficients rnj, with prior
Eq. (21) (evolved to &=mh ¼ 3);

(iv) coupling parameter logð'0Þ, with prior Eq. (22);
(v) (4 in the QCD ( function, with prior Eq. (25);
(vi) lattice spacings ai for each gluon-configuration set,

with priors specified by simulation results for r1=a
(Table I) and the current value for r1 [Eq. (10)];

(vii) values for am!hi, with priors specified by our simu-
lation results (Table II).

The renormalization scales &i are obtained from the
ratio &=mh ¼ 3, simulation results for m!h

, and Eq. (7).
We take Nam ¼ 30 for our final results.

B. Results

We fit our simulation data for the reduced moments Rlatt
n

(Table II) using fit function Rnð( ( (Þ [Eq. (15)] with Nam ¼
30, as discussed in the previous section. The best-fit values
for parameters zj give us the mass-ratio function
zð&=mh ¼ 3; m!h

Þ [Eq. (7)], which we plot in Fig. 1. We
also show our simulation results there for Rlatt

n =rn, together
with the best-fit lines for each lattice spacing. Results are
shown for the three moments that depend upon z, 5 differ-
ent lattice spacings, and quark masses ranging from below
the c mass almost to the b mass. The simulation data were

all fit simultaneously, using the same functions zð3; m!h
Þ

and 'MSð&Þ [with & ¼ 3m!h
=ð2zÞ] for all moments. The

fits are excellent, with "2=88 ¼ 0:19 for the 88 pieces of
simulation data we fit.
Evaluated at m!c

¼ 2:985ð3Þ GeV [27], the mass-ratio
function is zð3; m!c

Þ ¼ 1:507ð7Þ. Combining this with
Eq. (9) and perturbation theory, we can obtain the follow-
ing results for the MS c-quark mass at different scales:

mcð3mc; nf ¼ 3Þ ¼ 0:991ð5Þ GeV;
mcð3 GeV; nf ¼ 4Þ ¼ 0:986ð6Þ GeV;

mcðmc; nf ¼ 4Þ ¼ 1:273ð6Þ GeV:
(34)

Similarly at m!b
¼ 9:395ð5Þ GeV [28], the mass-ratio

function is zð3; m!b
Þ ¼ 1:296ð8Þ, and we obtain the follow-

ing results for the MS b-quark mass at different scales:

mbð3mb; nf ¼ 3Þ ¼ 3:622ð22Þ GeV:
mbð10 GeV; nf ¼ 5Þ ¼ 3:617ð25Þ GeV;

mbðmb; nf ¼ 5Þ ¼ 4:164ð23Þ GeV:
(35)

FIG. 1 (color online). Function zð&=mh ¼ 3; m!h
Þ '

m!h
=ð2mhÞ as a function of m!h

. The solid line, plus gray error

envelope, shows the a ¼ 0 extrapolation obtained from our fit.
This is compared with simulation results for Rn=rn for n ¼ 6, 8,
10 from our 5 different lattice spacings, together with the best fits
(dashed lines) corresponding to those lattice spacings. Dashed
lines for smaller lattice spacings extend farther to the right. The
points marked by an) are for the largest mass we tried (last line
in Table II); these are not included in the fit because am!h

is too

large. Finite-a errors become very small for the larger-n mo-
ments, causing points from different lattice spacings to overlap.

HIGH-PRECISION c AND b MASSES, AND QCD . . . PHYSICAL REVIEW D 82, 034512 (2010)

034512-7

HPQCD, McNeile et al.

Uncertainty is dominated by the 
same perturbation theory used in all 
of the most precise results.

PDG
Yellow book
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Why can lattice determinations of mc from correlation 
functions be more precise than those from e+e-?
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J/ψ ψ ,
▲  BES (2001)
❍  MD-1
▼  CLEO
■  BES (2006)pQCD
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Figure 3: R(s) for different energy intervals around the charm threshold region. The
solid line corresponds to the theoretical prediction, the uncertainties obtained from the
variation of the input parameters and of µ are indicated by the dashed curves. The inner
and outer error bars give the statistical and systematical uncertainty, respectively.

bottom case are obvious.
Below 3.73 GeV only u, d and s quarks are produced. To allow for a smooth transition

6

Because this     is cleaner data than this.

Moments of correlation functions are even 
easier than what I earlier told you have 
been considered the easiest quantities for 
the last ten years.  
We need the correlation functions at finite 
T, and not their asymptotic form at large T. 
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The most precise non-
lattice determinations of 
mc use e+e- annihilation 
data and ITEP sum rules.  
(Karlsruhe group, 
Chertyrkin et al.)

Recent lattice 
determination uses the 
same type of perturbation 
theory, but lattice QCD to 
supply the correlation 
functions rather than 
experiment.

For mb, perturbative errors 
are tiny.  (α(mb)4<<α(mc)4.)
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For mb, these lattice correlator methods are just barely working at a=0.045 fm.  
(They treat the b as light compared with 1/a.)
Need a=0.03 fm to be comfortable.
Discretization errors and statistics dominate current uncertainties.  Both can be 
attacked with brute force computing power.
Needed configurations are projected to be generated in the next few years.

Note that the ratio mbð!; nfÞ=mcð!; nfÞ is independent
of ! and nf. We obtain the following result for this mass
ratio:

mb=mc ¼ 4:53ð4Þ: (36)

The other important output from our fit is a value for the
parameter

"0 $ "MSð5 GeV; nf ¼ 3Þ ¼ 0:2034ð21Þ: (37)

To compare with other determinations of the coupling, we
add vacuum polarization corrections from the c and b
quarks, using the masses above, and evolve to the
Z-meson mass [20–23]:

"MSðMZ; nf ¼ 5Þ ¼ 0:1183ð7Þ: (38)

Figure 2 shows how consistent our simulation results are
with the theoretical curve for "MSð!; nf ¼ 3Þ correspond-
ing to our value for "0. For this figure we extracted values
for "MS from each Rn separately by dividing out the a2

dependence and zð3; m#h
Þ using our best-fit parameters,

and then solving for "MS by matching with perturbation
theory for rn. (In our fit, of course, we fit all Rn’s simul-
taneously to obtain a single "MS for all of them.)
The dominant sources of error for our results are listed in

Table IV. The largest uncertainties come from extrapola-
tions to a ¼ 0, especially for quantities involving b quarks;
unknown higher-order terms in perturbation theory, espe-
cially for quantities involving c quarks; statistical fluctua-
tions; extrapolations in the heavy quark mass, especially
for quantities involving b quarks; and uncertainties in
static-quark parameters r1=a and r1. The pattern of errors
is as expected in each case. The nonperturbative contribu-
tion from the gluon condensate is negligible except for mc,
again as expected; and errors due to mistuned sea-quark
masses, finite-volume errors, and uncertainties in MS cou-
pling and mass evolution are negligible (< 0:05%).
The a2 extrapolations of our data are not large. This is

illustrated for mh % mc in Fig. 3, which shows the a2

dependence of the reduced moments. The smallest two
lattice spacings are sufficiently close to a ¼ 0 so that the
extrapolation is almost linear from those points. The a ¼ 0
extrapolated values we obtain here for the Rn agree to
within (smaller) errors with those in our previous paper:
here we get 1.282(4), 1.527(4), 1.373(3), 1.304(2) with
n ¼ 4, 6, 8, 10, respectively, for the masses used in the
figure.
We tested the stability of our analysis in several ways:
(i) Vary perturbation theory: We chose ! ¼ 3mh in

order to keep scales large and "MSð!Þ small. Our
results are quite insensitive to !, however. Choosing
! ¼ mh, for example, shifts none of our results by
more than 0:2$, and leaves all errors unchanged
except for mcð3Þ, where the error increases by a
third. Taking ! ¼ 9mh shifts results by less than
0:4$, and reduces the mc error by one-third, leaving
others only slightly reduced. Adding more terms to
the perturbative expansions (Npth ¼ 6 ! 8) also has
essentially no effect on the results. The prior for the

FIG. 2 (color online). QCD coupling "MSð!; nf ¼ 3Þ as a
function of m#h

where ! ¼ 3mh. The solid line, plus gray error

envelope, shows the best-fit coupling from our fit when pertur-
bative evolution is assumed. The data points are values of "MS

extracted from individual simulation results for Rn after extrap-
olating to a ¼ 0 and dividing out zð3; m#h

Þ (n > 4). Results are
given for moments n ¼ 4–10 and all 5 lattice spacings. Several
points from different lattice spacings overlap in these plots.

TABLE IV. Sources of uncertainty for the QCD coupling and
mass determinations in this paper. In each case the uncertainty is
given as a percentage of the final value.

mcð3Þ mbð10Þ mb=mc "MSðMZÞ
a2 extrapolation 0.2% 0.6% 0.5% 0.2%
Perturbation theory 0.5 0.1 0.5 0.4
Statistical errors 0.1 0.3 0.3 0.2
mh extrapolation 0.1 0.1 0.2 0.0
Errors in r1 0.2 0.1 0.1 0.1
Errors in r1=a 0.1 0.3 0.2 0.1
Errors in m#c

, m#b
0.2 0.1 0.2 0.0

"0 prior 0.1 0.1 0.1 0.1
Gluon condensate 0.0 0.0 0.0 0.2

Total 0.6% 0.7% 0.8% 0.6%
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Note that the ratio mbð!; nfÞ=mcð!; nfÞ is independent
of ! and nf. We obtain the following result for this mass
ratio:

mb=mc ¼ 4:53ð4Þ: (36)

The other important output from our fit is a value for the
parameter

"0 $ "MSð5 GeV; nf ¼ 3Þ ¼ 0:2034ð21Þ: (37)

To compare with other determinations of the coupling, we
add vacuum polarization corrections from the c and b
quarks, using the masses above, and evolve to the
Z-meson mass [20–23]:

"MSðMZ; nf ¼ 5Þ ¼ 0:1183ð7Þ: (38)

Figure 2 shows how consistent our simulation results are
with the theoretical curve for "MSð!; nf ¼ 3Þ correspond-
ing to our value for "0. For this figure we extracted values
for "MS from each Rn separately by dividing out the a2

dependence and zð3; m#h
Þ using our best-fit parameters,

and then solving for "MS by matching with perturbation
theory for rn. (In our fit, of course, we fit all Rn’s simul-
taneously to obtain a single "MS for all of them.)
The dominant sources of error for our results are listed in

Table IV. The largest uncertainties come from extrapola-
tions to a ¼ 0, especially for quantities involving b quarks;
unknown higher-order terms in perturbation theory, espe-
cially for quantities involving c quarks; statistical fluctua-
tions; extrapolations in the heavy quark mass, especially
for quantities involving b quarks; and uncertainties in
static-quark parameters r1=a and r1. The pattern of errors
is as expected in each case. The nonperturbative contribu-
tion from the gluon condensate is negligible except for mc,
again as expected; and errors due to mistuned sea-quark
masses, finite-volume errors, and uncertainties in MS cou-
pling and mass evolution are negligible (< 0:05%).
The a2 extrapolations of our data are not large. This is

illustrated for mh % mc in Fig. 3, which shows the a2

dependence of the reduced moments. The smallest two
lattice spacings are sufficiently close to a ¼ 0 so that the
extrapolation is almost linear from those points. The a ¼ 0
extrapolated values we obtain here for the Rn agree to
within (smaller) errors with those in our previous paper:
here we get 1.282(4), 1.527(4), 1.373(3), 1.304(2) with
n ¼ 4, 6, 8, 10, respectively, for the masses used in the
figure.
We tested the stability of our analysis in several ways:
(i) Vary perturbation theory: We chose ! ¼ 3mh in

order to keep scales large and "MSð!Þ small. Our
results are quite insensitive to !, however. Choosing
! ¼ mh, for example, shifts none of our results by
more than 0:2$, and leaves all errors unchanged
except for mcð3Þ, where the error increases by a
third. Taking ! ¼ 9mh shifts results by less than
0:4$, and reduces the mc error by one-third, leaving
others only slightly reduced. Adding more terms to
the perturbative expansions (Npth ¼ 6 ! 8) also has
essentially no effect on the results. The prior for the

FIG. 2 (color online). QCD coupling "MSð!; nf ¼ 3Þ as a
function of m#h

where ! ¼ 3mh. The solid line, plus gray error

envelope, shows the best-fit coupling from our fit when pertur-
bative evolution is assumed. The data points are values of "MS

extracted from individual simulation results for Rn after extrap-
olating to a ¼ 0 and dividing out zð3; m#h

Þ (n > 4). Results are
given for moments n ¼ 4–10 and all 5 lattice spacings. Several
points from different lattice spacings overlap in these plots.

TABLE IV. Sources of uncertainty for the QCD coupling and
mass determinations in this paper. In each case the uncertainty is
given as a percentage of the final value.

mcð3Þ mbð10Þ mb=mc "MSðMZÞ
a2 extrapolation 0.2% 0.6% 0.5% 0.2%
Perturbation theory 0.5 0.1 0.5 0.4
Statistical errors 0.1 0.3 0.3 0.2
mh extrapolation 0.1 0.1 0.2 0.0
Errors in r1 0.2 0.1 0.1 0.1
Errors in r1=a 0.1 0.3 0.2 0.1
Errors in m#c

, m#b
0.2 0.1 0.2 0.0

"0 prior 0.1 0.1 0.1 0.1
Gluon condensate 0.0 0.0 0.0 0.2

Total 0.6% 0.7% 0.8% 0.6%
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we fit moments with 4 ! n ! 10 from 22 of these parame-
ter sets (the ones with am!h

! 1:95)—88 pieces of simu-
lation data in all. In this section we first describe the fitting
method used to extract the masses and coupling, and then
we review our results.

A. Constrained fits

We analyze all four Rn’s for all 22 parameter sets
simultaneously using a constrained fitting procedure based
upon Bayesian ideas [19]. In this procedure we minimize
an augmented "2 function of the form

"2 ¼
X

in;jm

!Rnið#$2
R Þin;jm!Rmj þ

X

$

%"2
$; (32)

where

!Rni ' Rlatt
ni $ Rnð&i; m!hi; ai; NamÞ; (33)

the Rlatt
n come from Table II with corrections from

Eqs. (26), (28), and (30); fit function Rnð( ( (Þ is defined
by Eq. (15); and #2

R is the error covariance matrix for the
Rlatt
n . The sums i, j are over the 22 sets of lattice spacings

and quark masses; the sums n, m range over the moments
4, 6, 8, and 10.

Function Rnð&i; m!hi; ai; NamÞ depends upon a large
number of parameters, all of which are varied in the fit to
minimize "2. Priors %"2

$ are included for each of these:

(i) parameters zj, with prior Eq. (13), from the 1=m!h

expansion of zð&=mh;m!h
Þ;

(ii) parameters cðnÞij , with prior Eq. (17), from the finite-
lattice spacing corrections;

(iii) unknown perturbative coefficients rnj, with prior
Eq. (21) (evolved to &=mh ¼ 3);

(iv) coupling parameter logð'0Þ, with prior Eq. (22);
(v) (4 in the QCD ( function, with prior Eq. (25);
(vi) lattice spacings ai for each gluon-configuration set,

with priors specified by simulation results for r1=a
(Table I) and the current value for r1 [Eq. (10)];

(vii) values for am!hi, with priors specified by our simu-
lation results (Table II).

The renormalization scales &i are obtained from the
ratio &=mh ¼ 3, simulation results for m!h

, and Eq. (7).
We take Nam ¼ 30 for our final results.

B. Results

We fit our simulation data for the reduced moments Rlatt
n

(Table II) using fit function Rnð( ( (Þ [Eq. (15)] with Nam ¼
30, as discussed in the previous section. The best-fit values
for parameters zj give us the mass-ratio function
zð&=mh ¼ 3; m!h

Þ [Eq. (7)], which we plot in Fig. 1. We
also show our simulation results there for Rlatt

n =rn, together
with the best-fit lines for each lattice spacing. Results are
shown for the three moments that depend upon z, 5 differ-
ent lattice spacings, and quark masses ranging from below
the c mass almost to the b mass. The simulation data were

all fit simultaneously, using the same functions zð3; m!h
Þ

and 'MSð&Þ [with & ¼ 3m!h
=ð2zÞ] for all moments. The

fits are excellent, with "2=88 ¼ 0:19 for the 88 pieces of
simulation data we fit.
Evaluated at m!c

¼ 2:985ð3Þ GeV [27], the mass-ratio
function is zð3; m!c

Þ ¼ 1:507ð7Þ. Combining this with
Eq. (9) and perturbation theory, we can obtain the follow-
ing results for the MS c-quark mass at different scales:

mcð3mc; nf ¼ 3Þ ¼ 0:991ð5Þ GeV;
mcð3 GeV; nf ¼ 4Þ ¼ 0:986ð6Þ GeV;

mcðmc; nf ¼ 4Þ ¼ 1:273ð6Þ GeV:
(34)

Similarly at m!b
¼ 9:395ð5Þ GeV [28], the mass-ratio

function is zð3; m!b
Þ ¼ 1:296ð8Þ, and we obtain the follow-

ing results for the MS b-quark mass at different scales:

mbð3mb; nf ¼ 3Þ ¼ 3:622ð22Þ GeV:
mbð10 GeV; nf ¼ 5Þ ¼ 3:617ð25Þ GeV;

mbðmb; nf ¼ 5Þ ¼ 4:164ð23Þ GeV:
(35)

FIG. 1 (color online). Function zð&=mh ¼ 3; m!h
Þ '

m!h
=ð2mhÞ as a function of m!h

. The solid line, plus gray error

envelope, shows the a ¼ 0 extrapolation obtained from our fit.
This is compared with simulation results for Rn=rn for n ¼ 6, 8,
10 from our 5 different lattice spacings, together with the best fits
(dashed lines) corresponding to those lattice spacings. Dashed
lines for smaller lattice spacings extend farther to the right. The
points marked by an) are for the largest mass we tried (last line
in Table II); these are not included in the fit because am!h

is too

large. Finite-a errors become very small for the larger-n mo-
ments, causing points from different lattice spacings to overlap.
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For mb, these lattice correlator methods are just barely working at a=0.045 fm.  
(They treat the b as light compared with 1/a.)
Need a=0.03 fm to be comfortable.
Discretization errors and statistics dominate current uncertainties.  Both can be 
attacked with brute force computing power.
Needed configurations are projected to be generated in the next few years.

The three most precise determinations of mb 
using moments of e+e- data arrive at different 
estimates of the precision.

Coming lattice calculations should be able to 
confirm (or not) the more more precise 
claims.
Unlike mc, where the lattice and e+e- 
determinations share the same perturbation 
theory, perturbative uncertainties are neglible 
and the lattice and e+e- determinations will 
have totally independent uncertainties.
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overall χ2 to the central value is determined. If this initial χ2 is larger than the number
of degrees of freedom, i.e. larger than the number of individual inputs minus one, then
all individual errors are enlarged by a common factor such that χ2/d.o.f. equals unity.
If the initial value of χ2 is smaller than the number of degrees of freedom, an overall,
a-priori unknown correlation coefficient is introduced and determined by requiring that
the total χ2/d.o.f. of the combination equals unity. In both cases, the resulting final
overall uncertainty of the central value of αs is larger than the initial estimate of a
Gaussian error.

This procedure is only meaningful if the individual measurements are known not to
be correlated to large degrees, i.e. if they are not - for instance - based on the same
input data, and if the input values are largely compatible with each other and with the
resulting central value, within their assigned uncertainties. The list of selected individual
measurements discussed above, however, violates both these requirements: there are
several measurements based on (partly or fully) identical data sets, and there are results
which apparently do not agree with others and/or with the resulting central value, within
their assigned individual uncertainty. Examples for the first case are results from the
hadronic width of the τ lepton, from DIS processes and from jets and event shapes in
e+e− final states. An example of the second case is the apparent disagreement between
results from the τ width and those from DIS [264] or from Thrust distributions in e+e−

annihilation [278].

0.11 0.12 0.13
αα    ((ΜΜ    ))s ΖΖ

Lattice
DIS 
e+e- annihilation

τ-decays 

Z pole fits 

Figure 9.3: Summary of values of αs(M2
Z) obtained for various sub-classes

of measurements (see Fig. 9.2 (a) to (d)). The new world average value of
αs(M2

Z) = 0.1184 ± 0.0007 is indicated by the dashed line and the shaded band.

Due to these obstacles, we have chosen to determine pre-averages for each class of
measurements, and then to combine those to the final world average value of αs(MZ),
using the methods of error treatment as just described. The five pre-averages are
summarized in Fig. 9.3; we recall that these are exclusively obtained from extractions
which are based on (at least) full NNLO QCD predictions, and are published in
peer-reviewed journals at the time of completing this Review. From these, we determine
the new world average value of

αs(M
2
Z) = 0.1184 ± 0.0007 , (9.23)
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Figure 9.2: Summary of determinations of αs from hadronic τ -decays (a), from
lattice calculations (b), from DIS structure functions (c) and from event shapes and
jet production in e+e−-annihilation (d). The shaded bands indicate the average
values chosen to be included in the determination of the new world average of αs.

model and constraints on new physics from data at the Z-pole, αs(M2
Z) = 0.1197± 0.0028

will be used instead, as it is based on a more constrained data set where QCD corrections
directly enter through the hadronic decay width of the Z. We note that all these
results from electroweak precision data, however, strongly depend on the strict validity
of Standard Model predictions and the existence of the minimal Higgs mechanism to
implement electroweak symmetry breaking. Any - even small - deviation of nature from
this model could strongly influence this extraction of αs.

Determination of the world average value of αs(M2
Z)

A non-trivial exercise consists in the evaluation of a world-average value for αs(M2
Z).

A certain arbitrariness and subjective component is inevitable because of the choice of
measurements to be included in the average, the treatment of (non-Gaussian) systematic
uncertainties of mostly theoretical nature, as well as the treatment of correlations among
the various inputs, of theoretical as well as experimental origin. In earlier reviews
[243–245] an attempt was made to take account of such correlations, using methods as
proposed, e.g., in Ref. 281, and - likewise - to treat cases of apparent incompatibilities
or possibly underestimated systematic uncertainties in a meaningful and well defined
manner:

The central value is determined as the weighted average of the different input values.
An initial error of the central value is determined treating the uncertainties of all
individual measurements as being uncorrelated and being of Gaussian nature, and the

July 9, 2012 19:53

There are multiple ways of determining αs, 
both with and without the lattice.

There are several lattice 
determinations equal to or more 
precise than all the non-lattice 
determinations together.

PDG, QCD review, 2012.
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Note that the ratio mbð!; nfÞ=mcð!; nfÞ is independent
of ! and nf. We obtain the following result for this mass
ratio:

mb=mc ¼ 4:53ð4Þ: (36)

The other important output from our fit is a value for the
parameter

"0 $ "MSð5 GeV; nf ¼ 3Þ ¼ 0:2034ð21Þ: (37)

To compare with other determinations of the coupling, we
add vacuum polarization corrections from the c and b
quarks, using the masses above, and evolve to the
Z-meson mass [20–23]:

"MSðMZ; nf ¼ 5Þ ¼ 0:1183ð7Þ: (38)

Figure 2 shows how consistent our simulation results are
with the theoretical curve for "MSð!; nf ¼ 3Þ correspond-
ing to our value for "0. For this figure we extracted values
for "MS from each Rn separately by dividing out the a2

dependence and zð3; m#h
Þ using our best-fit parameters,

and then solving for "MS by matching with perturbation
theory for rn. (In our fit, of course, we fit all Rn’s simul-
taneously to obtain a single "MS for all of them.)
The dominant sources of error for our results are listed in

Table IV. The largest uncertainties come from extrapola-
tions to a ¼ 0, especially for quantities involving b quarks;
unknown higher-order terms in perturbation theory, espe-
cially for quantities involving c quarks; statistical fluctua-
tions; extrapolations in the heavy quark mass, especially
for quantities involving b quarks; and uncertainties in
static-quark parameters r1=a and r1. The pattern of errors
is as expected in each case. The nonperturbative contribu-
tion from the gluon condensate is negligible except for mc,
again as expected; and errors due to mistuned sea-quark
masses, finite-volume errors, and uncertainties in MS cou-
pling and mass evolution are negligible (< 0:05%).
The a2 extrapolations of our data are not large. This is

illustrated for mh % mc in Fig. 3, which shows the a2

dependence of the reduced moments. The smallest two
lattice spacings are sufficiently close to a ¼ 0 so that the
extrapolation is almost linear from those points. The a ¼ 0
extrapolated values we obtain here for the Rn agree to
within (smaller) errors with those in our previous paper:
here we get 1.282(4), 1.527(4), 1.373(3), 1.304(2) with
n ¼ 4, 6, 8, 10, respectively, for the masses used in the
figure.
We tested the stability of our analysis in several ways:
(i) Vary perturbation theory: We chose ! ¼ 3mh in

order to keep scales large and "MSð!Þ small. Our
results are quite insensitive to !, however. Choosing
! ¼ mh, for example, shifts none of our results by
more than 0:2$, and leaves all errors unchanged
except for mcð3Þ, where the error increases by a
third. Taking ! ¼ 9mh shifts results by less than
0:4$, and reduces the mc error by one-third, leaving
others only slightly reduced. Adding more terms to
the perturbative expansions (Npth ¼ 6 ! 8) also has
essentially no effect on the results. The prior for the

FIG. 2 (color online). QCD coupling "MSð!; nf ¼ 3Þ as a
function of m#h

where ! ¼ 3mh. The solid line, plus gray error

envelope, shows the best-fit coupling from our fit when pertur-
bative evolution is assumed. The data points are values of "MS

extracted from individual simulation results for Rn after extrap-
olating to a ¼ 0 and dividing out zð3; m#h

Þ (n > 4). Results are
given for moments n ¼ 4–10 and all 5 lattice spacings. Several
points from different lattice spacings overlap in these plots.

TABLE IV. Sources of uncertainty for the QCD coupling and
mass determinations in this paper. In each case the uncertainty is
given as a percentage of the final value.

mcð3Þ mbð10Þ mb=mc "MSðMZÞ
a2 extrapolation 0.2% 0.6% 0.5% 0.2%
Perturbation theory 0.5 0.1 0.5 0.4
Statistical errors 0.1 0.3 0.3 0.2
mh extrapolation 0.1 0.1 0.2 0.0
Errors in r1 0.2 0.1 0.1 0.1
Errors in r1=a 0.1 0.3 0.2 0.1
Errors in m#c

, m#b
0.2 0.1 0.2 0.0

"0 prior 0.1 0.1 0.1 0.1
Gluon condensate 0.0 0.0 0.0 0.2

Total 0.6% 0.7% 0.8% 0.6%
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Note that the ratio mbð!; nfÞ=mcð!; nfÞ is independent
of ! and nf. We obtain the following result for this mass
ratio:

mb=mc ¼ 4:53ð4Þ: (36)

The other important output from our fit is a value for the
parameter

"0 $ "MSð5 GeV; nf ¼ 3Þ ¼ 0:2034ð21Þ: (37)

To compare with other determinations of the coupling, we
add vacuum polarization corrections from the c and b
quarks, using the masses above, and evolve to the
Z-meson mass [20–23]:

"MSðMZ; nf ¼ 5Þ ¼ 0:1183ð7Þ: (38)

Figure 2 shows how consistent our simulation results are
with the theoretical curve for "MSð!; nf ¼ 3Þ correspond-
ing to our value for "0. For this figure we extracted values
for "MS from each Rn separately by dividing out the a2

dependence and zð3; m#h
Þ using our best-fit parameters,

and then solving for "MS by matching with perturbation
theory for rn. (In our fit, of course, we fit all Rn’s simul-
taneously to obtain a single "MS for all of them.)
The dominant sources of error for our results are listed in

Table IV. The largest uncertainties come from extrapola-
tions to a ¼ 0, especially for quantities involving b quarks;
unknown higher-order terms in perturbation theory, espe-
cially for quantities involving c quarks; statistical fluctua-
tions; extrapolations in the heavy quark mass, especially
for quantities involving b quarks; and uncertainties in
static-quark parameters r1=a and r1. The pattern of errors
is as expected in each case. The nonperturbative contribu-
tion from the gluon condensate is negligible except for mc,
again as expected; and errors due to mistuned sea-quark
masses, finite-volume errors, and uncertainties in MS cou-
pling and mass evolution are negligible (< 0:05%).
The a2 extrapolations of our data are not large. This is

illustrated for mh % mc in Fig. 3, which shows the a2

dependence of the reduced moments. The smallest two
lattice spacings are sufficiently close to a ¼ 0 so that the
extrapolation is almost linear from those points. The a ¼ 0
extrapolated values we obtain here for the Rn agree to
within (smaller) errors with those in our previous paper:
here we get 1.282(4), 1.527(4), 1.373(3), 1.304(2) with
n ¼ 4, 6, 8, 10, respectively, for the masses used in the
figure.
We tested the stability of our analysis in several ways:
(i) Vary perturbation theory: We chose ! ¼ 3mh in

order to keep scales large and "MSð!Þ small. Our
results are quite insensitive to !, however. Choosing
! ¼ mh, for example, shifts none of our results by
more than 0:2$, and leaves all errors unchanged
except for mcð3Þ, where the error increases by a
third. Taking ! ¼ 9mh shifts results by less than
0:4$, and reduces the mc error by one-third, leaving
others only slightly reduced. Adding more terms to
the perturbative expansions (Npth ¼ 6 ! 8) also has
essentially no effect on the results. The prior for the

FIG. 2 (color online). QCD coupling "MSð!; nf ¼ 3Þ as a
function of m#h

where ! ¼ 3mh. The solid line, plus gray error

envelope, shows the best-fit coupling from our fit when pertur-
bative evolution is assumed. The data points are values of "MS

extracted from individual simulation results for Rn after extrap-
olating to a ¼ 0 and dividing out zð3; m#h

Þ (n > 4). Results are
given for moments n ¼ 4–10 and all 5 lattice spacings. Several
points from different lattice spacings overlap in these plots.

TABLE IV. Sources of uncertainty for the QCD coupling and
mass determinations in this paper. In each case the uncertainty is
given as a percentage of the final value.

mcð3Þ mbð10Þ mb=mc "MSðMZÞ
a2 extrapolation 0.2% 0.6% 0.5% 0.2%
Perturbation theory 0.5 0.1 0.5 0.4
Statistical errors 0.1 0.3 0.3 0.2
mh extrapolation 0.1 0.1 0.2 0.0
Errors in r1 0.2 0.1 0.1 0.1
Errors in r1=a 0.1 0.3 0.2 0.1
Errors in m#c

, m#b
0.2 0.1 0.2 0.0

"0 prior 0.1 0.1 0.1 0.1
Gluon condensate 0.0 0.0 0.0 0.2

Total 0.6% 0.7% 0.8% 0.6%

MCNEILE et al. PHYSICAL REVIEW D 82, 034512 (2010)
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Figure 9.2: Summary of determinations of αs from hadronic τ -decays (a), from
lattice calculations (b), from DIS structure functions (c) and from event shapes and
jet production in e+e−-annihilation (d). The shaded bands indicate the average
values chosen to be included in the determination of the new world average of αs.

model and constraints on new physics from data at the Z-pole, αs(M2
Z) = 0.1197± 0.0028

will be used instead, as it is based on a more constrained data set where QCD corrections
directly enter through the hadronic decay width of the Z. We note that all these
results from electroweak precision data, however, strongly depend on the strict validity
of Standard Model predictions and the existence of the minimal Higgs mechanism to
implement electroweak symmetry breaking. Any - even small - deviation of nature from
this model could strongly influence this extraction of αs.

Determination of the world average value of αs(M2
Z)

A non-trivial exercise consists in the evaluation of a world-average value for αs(M2
Z).

A certain arbitrariness and subjective component is inevitable because of the choice of
measurements to be included in the average, the treatment of (non-Gaussian) systematic
uncertainties of mostly theoretical nature, as well as the treatment of correlations among
the various inputs, of theoretical as well as experimental origin. In earlier reviews
[243–245] an attempt was made to take account of such correlations, using methods as
proposed, e.g., in Ref. 281, and - likewise - to treat cases of apparent incompatibilities
or possibly underestimated systematic uncertainties in a meaningful and well defined
manner:

The central value is determined as the weighted average of the different input values.
An initial error of the central value is determined treating the uncertainties of all
individual measurements as being uncorrelated and being of Gaussian nature, and the
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αs results:  Wilson loops
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αs can be determined with lattice calculations of many other quantities,
e.g., the heavy quark potential.

=

Lattice

HPQCD has determined αs directly from Wilson loops.

Result compatible with their correlator result, similar precision:
 αs = 0.1184(6), but
totally different uncertainties, heavy use of lattice perturbation 
theory.

MS
_

Lattice calculates the heavy quark potential from Wilson loops.

to obtain αs MS.
_
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αs, other lattice results

• The Adler function, JLQCD.  Phys.Rev. D82 (2010) 074505.

• αs = 0.1181 ± 0.0003+0.0014-0.0012

• The Schrödinger functional, PACS-CS.  JHEP 0910:053,2009.

• αs = 0.1205(8)(5)(+0/–17)

• The ghost-gluon vertex, European Twisted Mass Collaboration 
(ETM).  Phys.Rev.Lett. 108 (2012) 262002.

• αs = 0.1200(14)
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There are numerous good ways of determining αs using lattice QCD.
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overall χ2 to the central value is determined. If this initial χ2 is larger than the number
of degrees of freedom, i.e. larger than the number of individual inputs minus one, then
all individual errors are enlarged by a common factor such that χ2/d.o.f. equals unity.
If the initial value of χ2 is smaller than the number of degrees of freedom, an overall,
a-priori unknown correlation coefficient is introduced and determined by requiring that
the total χ2/d.o.f. of the combination equals unity. In both cases, the resulting final
overall uncertainty of the central value of αs is larger than the initial estimate of a
Gaussian error.

This procedure is only meaningful if the individual measurements are known not to
be correlated to large degrees, i.e. if they are not - for instance - based on the same
input data, and if the input values are largely compatible with each other and with the
resulting central value, within their assigned uncertainties. The list of selected individual
measurements discussed above, however, violates both these requirements: there are
several measurements based on (partly or fully) identical data sets, and there are results
which apparently do not agree with others and/or with the resulting central value, within
their assigned individual uncertainty. Examples for the first case are results from the
hadronic width of the τ lepton, from DIS processes and from jets and event shapes in
e+e− final states. An example of the second case is the apparent disagreement between
results from the τ width and those from DIS [264] or from Thrust distributions in e+e−

annihilation [278].
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Figure 9.3: Summary of values of αs(M2
Z) obtained for various sub-classes

of measurements (see Fig. 9.2 (a) to (d)). The new world average value of
αs(M2

Z) = 0.1184 ± 0.0007 is indicated by the dashed line and the shaded band.

Due to these obstacles, we have chosen to determine pre-averages for each class of
measurements, and then to combine those to the final world average value of αs(MZ),
using the methods of error treatment as just described. The five pre-averages are
summarized in Fig. 9.3; we recall that these are exclusively obtained from extractions
which are based on (at least) full NNLO QCD predictions, and are published in
peer-reviewed journals at the time of completing this Review. From these, we determine
the new world average value of

αs(M
2
Z) = 0.1184 ± 0.0007 , (9.23)
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2012, combined the lattice numbers in a weighted average.
It takes a combined error of the most precise of the inputs.
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This procedure is only meaningful if the individual measurements are known not to
be correlated to large degrees, i.e. if they are not - for instance - based on the same
input data, and if the input values are largely compatible with each other and with the
resulting central value, within their assigned uncertainties. The list of selected individual
measurements discussed above, however, violates both these requirements: there are
several measurements based on (partly or fully) identical data sets, and there are results
which apparently do not agree with others and/or with the resulting central value, within
their assigned individual uncertainty. Examples for the first case are results from the
hadronic width of the τ lepton, from DIS processes and from jets and event shapes in
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Due to these obstacles, we have chosen to determine pre-averages for each class of
measurements, and then to combine those to the final world average value of αs(MZ),
using the methods of error treatment as just described. The five pre-averages are
summarized in Fig. 9.3; we recall that these are exclusively obtained from extractions
which are based on (at least) full NNLO QCD predictions, and are published in
peer-reviewed journals at the time of completing this Review. From these, we determine
the new world average value of

αs(M
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Z) = 0.1184 ± 0.0007 , (9.23)
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2012, combined the lattice numbers in a weighted average.
It takes a combined error of the most precise of the inputs.

Adler function                               JLQCD
Schrödinger functional                 PACS-CS
Ghost-gluon vertex                      ETM
QQbar correlators                        HPQCD
Wilson loops                                HPQCD

The lattice results (2013) are dominated by the 
two most precise results from HPQCD, but 
there are several other lattice results from 
Europe and Japan, all of which agree with each 
other and each which is more precise than any 
non-lattice result.


