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Foreword 
 
This volume summarizes the scientific content of the 2007 Research Meeting on 
Condensed Phase and Interfacial Molecular Science (CPIMS) sponsored by the U. S. 
Department of Energy (DOE), Office of Basic Energy Sciences (BES). This marks the 
fourth meeting of CPIMS—the fourth of the regular Contractors’ Meetings within the 
Fundamental Interactions Team.  
 
Since its founding, the CPIMS Contractors’ Meeting has fostered connections across BES 
research programs based on common topical interests. In keeping with that notion, we 
have invited four investigators who are funded under the BES Heavy Element Chemistry 
program to speak about their research: Corwin Booth (Lawrence Berkeley National 
Laboratory), Michael Heaven (Emory University), Asok Ray (University of Texas at 
Arlington), and Lynda Soderholm (Argonne National Laboratory). We hope that the 
blending of these external experts with the CPIMS principal investigators will provide an 
interesting and useful cross fertilization of ideas and concepts that benefits both groups. 
 
This year’s speakers are most gratefully acknowledged for their investment of time and 
for their willingness to share their ideas with the meeting participants. Thanks go to 
Lester Morss for consultations regarding the Heavy Element Chemistry program. Finally, 
this meeting would not be possible without the excellent logistical support it receives 
from Diane Marceau from our Division, Sophia Kitts from the Oak Ridge Institute of 
Science and Education, and the staff of the Airlie Conference Center. 
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Theory of Dynamics of Complex Systems 
 

David Chandler 
 

Chemical Sciences Division, Lawrence Berkeley National Laboratory 
and 

Department of Chemistry, University of California, Berkeley CA 94720 
 
 
DOE funded research in our group concerns the theory of dynamics in systems involving 
large numbers of correlated particles.  Glassy dynamics is a quintessential example.  
Here, dense molecular packing severely constrains the allowed pathways by which a 
system can rearrange and relax.  The majority of molecular motions that exist in a 
structural glass former are trivial small amplitude vibrations that couple only weakly to 
surrounding degrees of freedom.   In contrast, motions that produce significant structural 
relaxation take place in concerted steps involving many particles.  In our recent work, we 
have related this hierarchical dynamics to dynamical heterogeneity [12],1 shown how it is 
manifested in transport de-couplings [1-3,7,8,16], and finally, shown how it results in a 
first-order phase transition in trajectory space [5,11].  This first-order transition is the 
glass transition.  It is a non-equilibrium phenomenon that is distinct from traditional 
equilibrium phase transitions.  This finding is consistent with there being no 
thermodynamic signatures of the glass transition [6]. 
 
The kinetics or nucleation of equilibrium phase transitions is another example of 
correlated many-particle dynamics.  On this topic, we have carried out trajectory studies 
and compared theory to experiments [9].  We have also studied the dynamics of 
hydrophobic assembly [14,17].  This process is closely related to nucleation of vapor in 
water and the formation of a water-vapor interface [4,15].  Figure 1 illustrates a transition 
state for the hydrophobic collapse of two hydrated nano-scale hydrophobic spheres.  This 
dynamics is not of the hierarchical sort encountered in the formation of structural glass, 
and it is also not of the hierarchical sort encountered in the self-assembly of hard matter.   
We have studied the latter in the example of virus-capsid assembly [10].  In this case, the 
requisite conditions for successful assembly are not only thermodynamic meta-stability, 
but also the ability to self-anneal.  Clusters that gather too quickly cannot self-anneal, and 
clusters that cannot self-anneal are malformed with frozen defects.  
 
For the future, we plan DOE funded research on electron transfer, chemical dynamics and 
inhomogeneous fluids.  We aim to develop techniques and concepts that will ultimately 
prove useful in the specific context of combining sunlight and renewable resources to 
produce transportation fuels.   That specific effort will be part of the LBNL Helios 
Program.  To reach the point where we can contribute to Helios, we plan to use our DOE 
support in this program to address basic underlying issues.  Applications can then be 
done with Helios support.  The first of these basic issues is the nature of ionic solutions  

                                                
1 Numbers in square brackets refer to papers cited in Recent DOE Supported Research 
Publications 
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Figure 1.  Two nano-scale hydrophobic spheres in water at a transition state 
configuration leading to the association of their associated dimmer.  Water is rendered 
with a coarse graining over space and time, projecting water density onto a 
(0.2nm)3×(10ps) grid.  Shading indicates density on this grid ranging from 1 g/cc 
(darkest), to zero (white). 

 
at metal and semiconductor surfaces.  The second is the development of ways to carry out 
numerical simulations of electronically non-adiabatic transitions.  We have already made 
substantial progress in the first of these areas.  Figure 2 shows a snapshot from a 
simulation we are currently carrying out of an ionic solution confined by metal-
electrodes.  To do it, we have adopted a model of Siepmann and Sprik [J.Chem.Phys.102, 
511 (1995)] to successfully capture the electronic polarization effects of a metal.  The 
results of this simulation reveal fluctuation effects that are large and significant to 
 

 
 

Figure 2.  A view of simulated room-temperature aqueous ionic solution confined by 
metal-electrode surfaces.  Potentials of interaction are chosen so that the metal is a 
model of Pt, and the ions are Cl-, Ru2+ and Ru3+. 
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electron transfer.  Notice in Figure 2, for example, the layering induced by water 
molecules that are highly ordered at the water-metal interface.  Also notice the clustering 
of ions, and how the ions are repelled from the metal surfaces due to ordered water layer.  
These effects are distinct from continuum and mean field approximations traditionally 
applied to electrochemistry.   
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Algorithms for Nanostructures 
 

James R. Chelikowsky (jrc@ices.utexas.edu)  
 

Center for Computational Materials, Institute for Computational Engineering and Sciences 
Departments of Physics and Chemical Engineering, 1 University Station C0200,  

University of Texas, Austin, TX 78712 
 
 

 
1. Scope of Project. 
 
Work in nanoscience has increased substantially in recent years owing to its potential technological applications and 
to fundamental scientific interest.  In particular, new phenomena occur at the nanoscale such as quantum 
confinement, which can dramatically alter the electronic and optical properties of matter.  Our work over the past 
several years has focused on developing new scalable algorithms for describing the electronic and optical properties 
of matter, and the application of previously developed algorithms to problems of interest at the nanoscale   

Since nanostructures are neither at the molecular nor the bulk limits, calculations of their electronic and optical 
properties can be computationally intensive owing to the large number of both atomic and electronic degrees of 
freedom.  A central activity of our current research is to develop new methods and algorithms to handle such 
systems.  Current methods often allow one to consider systems of hundreds of atoms, whereas the size regimes of 
interest here can often extend to thousands of atoms.  The creation of algorithms capable of addressing these large 
systems will allow us to predict properties across the entire nano space, i.e., from the atom to the bulk limit. 

We are especially interested in role of quantum confinement on the optical and electronic properties of confined 
systems such as nanocrystals and nanowires, both doped and intrinsic systems.  For example, we explored the 
optical spectra of nanocrystals such as CdSe with several methodologies such as Green function methods (GW and 
Bethe-Salpeter equations) and time dependent density functional theory.  We also wish to understand the evolution 
of doping properties in silicon nanocrystals, e.g., the evolution of shallow donors such as phosphorous from small 
nanocrystals to the bulk limit.  In addition to non-magnetic dopants such as boron and phosphorous, we have also 
targeted the properties of magnetic dopants such as Mn in semiconductors to predict the role of quantum 
confinement on the magnetic properties of “spintronic materials.”  Moreover, we examined the evolution of 
elemental magnetic materials such as iron from an atom to a nanocrystal representing the bulk limit.  

   
2. Summary of Recent Progress. 
 
High Performance algorithms for nano-scale systems.  
One of the most significant goals in computational materials science is the development of new algorithms and 
physical concepts for describing matter at all length scales, especially at the nano-scale. Achieving an efficacious 
algorithm for predicting the role of quantum confinement and its role in determining the properties of nanocrystals is 
a difficult task owing to the complexity of nanocrystals.  However, we have made notable progress by implementing 
new algorithms designed for highly parallel platforms.  Our goal is to solve the electronic structure for large systems 
using pseudopotentials and density functional theory.  The spatial and energetic distributions of electrons can be 
described by a solution of the Kohn-Sham equation: 
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is the exchange correlation potential.  

The Hartree and exchange-correlation potentials can be determined from the electronic charge density.   The density 
is given by 
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Figure 1.  Block diagram illustrating 
the filtering process to achieve a self-
consistent solution. 
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The summation is over all occupied states.  The Hartree potential is then determined by  
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This term can be interpreted as the electrostatic interaction of an electron with the charge density of the system. The 
exchange-correlation potential, V

xc
, is more problematic.  This potential can evaluated using the local density 

approximation.  A traditional procedure for solving this equation is to approximate an input potential and then iterate 
the equation until the charge density and potential are self-consistent.  This method is often used with a full 
diagonalization step at each iteration.  The diagonalization step is very costly and can be replaced with a “filtering 
operation.”  For example, if we consider a simple function that is large over the eigenvalue space of interest, we can 
filter the wave functions using a polynomial, C

m
(H ) , which has a small amplitude energy regime of interest: 

!̂
n{ } = Cm

(H ) !
n{ }  

The set of wave functions, !̂
n{ } , is a better approximation to a 

solution to the Kohn-Sham equation than is the original set of wave 
function.  The iterative cycle can now be summarized in Figure 1.  
By eliminating the explicit diagonalization step from the self-
consistency loop, one can speed up the solution process by one to 
two orders of magnitude.  This allows us to examine much larger 
systems than what we could otherwise examine. 
 
Doping Nanocrystal Systems. Doping a small percentage of foreign 
atoms in bulk semiconductors can  profoundly change their 
electronic properties and makes possible the creation of modern 
electronic devices.  Phosphorus doped into Si will introduce defect 
energy states close to the conduction band of Si.  For such shallow 
donors, electrons  can be easily thermally excited, greatly enhancing 
the conductivity of the original pure semiconductor by orders of 
magnitude.  A major trend of semiconductor devices is their 
inexorable size reduction.  This device miniaturization will 
ultimately approach nano-scale.  As such, it is of the utmost 
importance to understand how doping and impurities operate at this 
length scale.  Quantum confinement  in this size regime is expected 
to alter the electronic properties of doped Si nano-crystals and 
important questions arise as to whether the defect energy levels are 
shallow or not, e.g., at what length scale will device construction 
based on macroscopic laws fail? Phosphorus-doped silicon 
nanocrystals represents the classical system for studying impurities 
in quantum dots.     

We examined the electronic properties of phosphorus-doped silicon nanocrystals using real-space first-principles 
pseudopotential method.  Nanocrystals with diameter up to 6 nm (containing over 5,000 atoms) were simulated and 
direct comparison with experimental measurement were be made for the first time for this system.   

Our calculated size dependence of hyperfine splitting is in excellent agreement with experimental data.  Strong 
effects due to quantum confinement manifest itself not only in hyperfine splitting, but also in the higher binding 
energy of the dopant electron.  We estimate that phosphorus in silicon nanocrystals of less than 20 nm in diameter 
will not be a shallow donor and we find a critical nanocrystal size below which the dopant will be ejected to the 
surface.  In addition, we find that a hydrogen-like quantum model can characterize the electronic properties of the 
defect electron, which will be useful for modeling impurities in semiconductor nano-structures. 
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Evolution of Magnetism from an Atom to a Crystal. The existence of spontaneous magnetization in metallic 
systems is an intriguing problem, both because of the extensive technological applications of magnetic phenomena 
and the incomplete understanding of its fundamental mechanism at the level of basic science. In this scenario, 
clusters of metallic atoms are ideal systems of study because they provide a bridge between macroscopic samples 
and isolated atoms, which have much simpler behavior. Several phenomena such as ferromagnetism, metallic 
behavior, and ferroelectricity have been intensely explored in bulk metals, but the way they manifest themselves in 
clusters is an open topic of debate.  In particular, ferromagnetism in the bulk has been understood in term of the 
itinerant electron model, which assumes partial delocalization of the 3d orbitals. In a cluster, delocalization is 
weaker due to the presence of a surface, whose shape affects the magnetic properties of the cluster.  

To assess such issues, we examined the evolution of the magnetic moment in iron clusters containing 50 to 400 
atoms  using the local spin density approximation and a real space pseudopotentials.  We examined three families of 
clusters that could be broadly characterized as icosahedral, body-centered cubic centered on an atom site, and body-
centered cubic centered on the bridge between two neighboring atoms.  We found an overall decrease of magnetic 
moment as the clusters grow in size, as well as suppression of magnetic moment in clusters with faceted surfaces. 
We also studied their structural stability and compared the calculated results for the moments to experiment with 
generally good agreement.   

 
3. Future Research Plans. 
 
We plan to focus future research projects on optimizing algorithms and extending our computational work to 
complex nanoscale systems.  In terms of algorithm development, we will implement “mixed boundary” conditions 
so that we can examine materials confined in certain directions and periodic in other directions, e.g., we might 
consider nanowires with periodicity along the axial direction, but confined in directions perpendicular to the axis.  
We will also consider developing numerical methods to avoid the most time consuming operations, i.e., the initial 
diagonalization step and more efficient parallelization methods such as windowing the eigenvalue spectrum.   
 
In terms of materials systems, we would like to examine magnetic dopants in both nanocrystals and nanowires.  
These systems provide an interesting example of “spins” in a box.  We will be able to examine magnetic in both 
isotropic and anisotropic environments.  We will also continue our research program on the optical properties of 
these systems.    
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Program Scope 
Predictive chemical computing requires hierarchical methods of increasing accuracy for both 

electronic and vibrational many-body problems. Such hierarchies are established, at least conceptually, as 
configuration-interaction (CI), many-body perturbation (PT), and coupled-cluster (CC) methods for elec-
trons and for vibrations, which all converge at the exact limit with increasing rank of a hierarchical series. 
The series can generate results of which the convergence with respect to various parameters of calcula-
tions can be demonstrated and which can be predictive in the absence of experimental information.  

The progress in these methods and their wide use are, however, hindered by (1) the immense 
complexity and cost of designing and implementing some of the high-rank members of the hierarchical 
methods and the difficulty in code verification and optimization (including parallelization) and by (2) the 
extremely slow convergence of electronic energies and wave functions with respect to one-electron basis 
set sizes, which is compounded with the high-rank polynomial or even factorial molecular size depend-
ence of the computational cost of these methods. These two difficulties are furthermore aggravated by the 
diversity of chemical species and interactions that chemists must deal with. 

The overarching goal of our research is to address both difficulties for electrons and vibrations. 
We will eradicate the first difficulty for electrons by developing a computerized symbolic algebra system 
which completely automates the mathematical derivations of electron-correlation methods and their im-
plementation into massively-parallel executions programs, while also incorporating domain-specific op-
timizations. We will perform the code verification with the aid of the determinant-based algorithms that 
implement general-order CI, PT, and CC and their various combinations. Once this research infrastructure 
is in place, we will explore various combinations of CC, CI, and PT expansions to design and assess a 
new class of electron-correlation methods. For vibrations, the vibrational SCF (VSCF) and CI (VCI) 
codes will be developed in the general-order product-based algorithm (akin to the determinant-based al-
gorithm) that are applicable to polyatomic molecules and allow us to include anharmonicity and vibra-
tional mode-mode couplings to any desired extent. 

We address the second difficulty by radically departing from the conventional Gaussian-basis-set 
LCAO framework and introduce a new hierarchy of converging electron-correlation methods with com-
pletely flexible but rational (e.g., satisfying asymptotic decay and cusp conditions) basis functions on in-
terlocking multicenter quadrature grids that are not only of one-electron type but also of two-electron and 
possibly higher-order types. These methods can, therefore, reach the solutions free from the basis-set er-
rors and, when the order of hierarchical electron-correlation methods is raised, they can achieve the exact 
or nearly exact solutions of the Schrödinger equation. The rank of polynomial size dependence of the 
computational cost will be lowered by the use of highly localized grid representations. The software 
products that will result from this project are the grid-based HF, MP2, and higher-order correlation codes 
and the automatic symbolic algebra that assists in synthesizing the higher-order methods. 
Recent Progress 

We have developed the TENSOR CONTRACTION ENGINE (TCE),1 which has synthesized the 
parallel execution programs (many for the first time) of the CI through quadruples (CISDTQ), Møller–
Plesset PT through fourth order, and CC through quadruples (CCSDTQ),1 CC for ground-state molecular 
properties,2 equation-of-motion coupled-cluster (EOM-CC) through EOM-CCSDTQ for excitation ener-
gies and excited-state properties,2 for ionization,3 and for electron-attachment4 energies. It has also auto-
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mated the development of new classes of methods such as combined CC and PT methods,5 combined CI 
and PT methods,6 active-space methods,7,8 relativistic methods,9,10 and combined CC, CI, and PT meth-
ods.24 We have tested all of our automatically synthesized programs against independent determinant-
based implementations also developed by us. The scalability of the massively-parallel execution speed is 
reasonable for all the methods tested including CCSD(T).5 The synthesized programs make use of spar-
sity and data dependency caused by spin symmetry (within the spin-orbital formalisms), point-group 
symmetry, and index permutation symmetry. These computerized implementations have enabled highly 
accurate predictions of spectroscopic properties of small molecules, some containing heavy elements.9,10  

We have written the VSCF and general-order VCI codes for polyatomic molecules using har-
monic oscillator wave functions as the basis set, which have been integrated with electronic structure pro-
grams that are used to scan a small part of a potential energy surface (PES) in either the direct fashion (the 
energies are computed on the fly and discarded after their use) or in a quartic force field representation 
with or without the so-called n-mode coupling approximation. Various combinations of these different 
PES representations, grid sizes, electronic structure theories, etc. have been explored to achieve optimal 
efficiency and quality of PES.11 The PES scan module has a built-in capability of fault recovery for cases 
in which the electronic structure program fails to supply the energies in highly strained geometries: The 
missing entries will be inter/extrapolated. These methods have been applied to Franck–Condon integrals 
over anharmonic vibrational wave functions12 and accurate predictions of Fermi polyad frequencies.13,14 A 
new vibrational quasi-degenerate perturbation theory has been proposed, implemented, and assessed.14 

We have also developed a grid-based numerical solver15 of the Hartree–Fock (HF) equation for 
polyatomic molecules and also a prototype grid-based second-order Møller–Plesset perturbation (MP2) 
code for atoms with some provision to applications for polyatomic molecules. Exact numerical HF ener-
gies of diatomic and triatomic molecules have been obtained within 10–5 Eh accuracy without any extrapo-
lation. A finite-difference method has been used to solve Poisson’s equation for the Coulomb and ex-
change potentials and to evaluate the action of the Laplace operator on numerical orbitals expanded on an 
interlocking multicenter quadrature grid of Becke. 

Twenty-two (22) published or accepted papers,3-9,11-13,16-27 three (3) submitted papers,14,15,28 and an 
invited book chapter29 have originated from the work performed by the PI at University of Florida which 
was supported by this DOE award (DE-FG02-04ER15621) during the last funding period (September 1, 
2004 through October 31, 2007). NWCHEM 5.0 has been released in September 2006, containing the 
computer codes and new capabilities developed in the PI’s group and is being used by applications chem-
ists to solve chemical problems on massively parallel supercomputers worldwide. Furthermore, the PI has 
launched an online database of working equations and benchmark results of high-end electron-correlation 
methods (http://www.qtp.ufl.edu/~hirata/Database.html). 

Owing to the space limitation, we summarize only some of the research highlights in more detail: 
Combined Coupled-Cluster and Many-Body Perturbation Theories.5 Various approximations 

combining CC and PT have been derived and implemented into the parallel execution programs. The im-
plemented models range from the CCSD(T), CCSD(2)T, CCSD(2)TQ, and CCSDT(2)Q methods to the CR-
CCSD(T) approach. The perturbative correction part of the CCSD(T)/cc-pVDZ calculations for azulene 
exhibited a 45-fold speedup upon a 64-fold increase in the number of processors from 8 to 512. 

Third- and Fourth-Order Perturbation Corrections to Excitation Energies from Configura-
tion Interaction Singles.6 Complete third-order and partial fourth-order Rayleigh–Schrödinger perturba-
tion corrections to excitation energies from CIS have been derived and implemented by TCE as CIS(3) 
and CIS(4)P. The consistent use of factorization, first introduced by Head-Gordon et al. in the second-
order correction to CIS denoted CIS(D), has reduced the computational cost of CIS(3) and CIS(4)P from 
O(n8) and O(n6) to O(n6) and O(n5), respectively, with n being the number of orbitals. It has also guaran-
teed the size intensivity of excited-state energies of these methods. 

Symbolic Algebra in Quantum Chemistry.24 The PI has been invited to contribute an article to 
a special issue entitled New Perspectives in Theoretical Chemistry by C. J. Cramer and D. G. Truhlar, 
editors of Theor. Chem. Acc. In the article, the PI summarizes the computerization of complex symbolic 
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algebra in the context of electron-correlation theories such as the manipulation of second-quantized op-
erators, Slater determinants, and Feynman diagrams. 

High-Order Electron-Correlation Methods with Scalar Relativistic and Spin-Orbit Correc-
tions.9 The TCE-synthesized high-order electron-correlation programs have been fitted with the ability to 
use relativistic reference wave functions on the basis of scalar relativistic and spin-orbit effective poten-
tials and by allowing the computer-generated programs to handle complex-valued, spinless orbitals de-
termined by these potentials. We demonstrate the utility of the implemented methods in chemical simula-

tion wherein the consideration of spin-orbit effects is essential: Ioniza-
tion energies of rare gases, spectroscopic constants of protonated rare 
gases, and photoelectron spectra of hydrogen ha

Fig.1. A large formaldehyde-
water cluster for which an ex-

cited-state coupled-cluster calcu-
lation with an aug-cc-pVDZ basis 

was performed by us. 

lides. 
Fast Electron Correlation Methods for Molecular Clusters in 

the Ground and Excited States.17 An efficient (linear and sublinear 
scaling) and accurate electronic structure method for clusters of weakly 
interacting molecules has been proposed and combined with a variety of 
methods. It retains the one- and two-body (and three-body) Coulomb, 
exchange, and correlation energies exactly and higher-order Coulomb 
energies in the dipole approximation (hence the induction). The record 
largest EOM-CCSD calculation was performed with the aug-cc-pVDZ 
basis set for a formaldehyde–(H2O)81 cluster containing 247 atoms 
(Fig.1). Two extensions to this scheme (a basis set superposition error 
correction and the use of self-consistent atom-centered partial charges for 
higher-order Coulomb energies) have also been made recently.28 

Franck–Condon Factors Based on Anharmonic Vibrational Wave Functions of Polyatomic 
Molecules.12 Franck–Condon (FC) integrals of polyatomic molecules have been computed on the basis of 
the VSCF or VCI calculations capable of including vibrational anharmonicity to any desired extent, also 
taking account of the Duschinsky rotations, geometry displacements, and frequency changes. This method 
in conjunction with the VCI and CCSD(T) method has predicted the peak positions and intensities of the 
vibrational manifold in a photoelectron band of H2O with quantitative accuracy, revealing the importance 
of intensity borrowing in reproducing some small peaks. 

Fermi Resonance in CO2: A Combined Electronic Coupled-Cluster and Vibrational Con-
figuration-Interaction Prediction.13 We have presented a first-principles prediction of the energies of 
the eight lowest-lying anharmonic vibrational states of CO2, including the fundamental symmetric stretch-
ing mode and the first overtone of the fundamental bending mode, which undergo a strong coupling 
known as Fermi resonance. We have employed CCSD(T) and CCSDT in conjunction with a range of 
Gaussian basis sets to calculate the PES of the molecule, with the errors arising from the finite basis-set 
sizes eliminated by extrapolation. With the VCI, the best theoretical estimates of the anharmonic energy 
levels agree excellently with experimental values within 3.5 cm–1. 
Future Plans 

We will continue the ongoing effort in our laboratory to develop grid-based HF and MP2 meth-
ods for polyatomic molecules. The 1/r12 type singularity will be removed analytically from the Sinanoğlu 
equation and this singularity-free equation will be solved on a grid. Once these are completed, we will 
extend these methods to higher-order correlation treatments beginning with the development of grid-
based LCCD, CCD, LCCSD, CCSD, and MP3. 

We also propose to complement the vibrational many-body methods developed with a capability 
to evaluate the transition integrals of dipole and polarizability operators with VSCF or VCI wave func-
tions. The ultimate purpose is to deliver a predictive theory and quantitative computational method to 
simulate the multidimensional nonlinear spectroscopies such as the two-dimensional (2D) IR and Raman 
spectroscopies that directly measure anharmonicity and vibrational mode-mode couplings and have ex-
ceptional promise as a technique providing time-resolved information in structural biology. 
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chbooth@lbl.gov 

 

Pauling first viewed the single/double bond pairs in the conjugated benzene ring as hybrid 

orbitals with delocalized electrons [1], analogous to orbital behavior in metals. In particular, the 

delocalized electrons are diamagnetic, as in a metal. The main difference with actual metallic 

behavior is the presence of discrete, atomic-like energy states in aromatic molecules, whereas 

relatively broad bands exist in metallic systems. This situation in aromatic molecules is the same 

as in metallic nanoparticles, making such molecules an attractive arena for studying quantum 

confinement effects on the nanoscale. Here, we consider the role of magnetic interactions 

between local f-electrons and orbitals on aromatic rings. Early calculations that considered this 

effect on cerocene [2-4], Ce(C8H8)2, found that an intermediate valent, multiconfigurational 

ground state can develop in analogy to the Kondo effect in metallic systems with small magnetic 

impurities. Past and present evidence for this state will be present for cerocene [5,6], as well as a 

collection of related molecules, including the cerium pentalene complex, Ce(C8H6)2 [7], and a 

collection of cyclopentadienyl-based ytterbium adducts [5,8,9]. The ytterbocenes yield an 

astonishing array of intermediate valent behavior, including valence/structural phase transitions. 

 

References: 

[1] L. Pauling, J. Chem. Phys. 4, 673 (1936). 

[2] C.-S. Neumann and P. Fulde, Z. Phys. B 74, 277 (1989). 

[3] M. Dolg et al., J. Chem. Phys. 94, 3011 (1991). 

[4] M. Dolg et al., Chem. Phys. 195, 71 (1995). 

[5] C. H. Booth et al., Phys. Rev. Lett. 95, 267202 (2005). 

[6] N. M. Edelstein et al., J. Am. Chem. Soc. 118, 13115 (1996). 

[7] A. Ashley et al., Chem. Comm., 1515 (2007). 

[8] M. Schultz et al., Organometallics 21, 460 (2002). 

[9] M. D. Walter et al., Organometallics 26, 2296 (2007). 

 

*This work was supported by the Chemical Sciences Research Program, Office of Basic Energy 

Sciences, Office of Science, Department of Energy, by Contract No. DE-AC02-05CH11231. 
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Program Title:  A Fully Relativistic Density Functional Study of the Role of 5f  
                            Electrons in Chemical Bonding in Transuranium Elements 
Principal Investigator: Dr. Asok K. Ray, Professor of Physics, University of Texas at 
Arlington, Arlington, Texas 76019 
  

Our work is primarily concerned with actinide surfaces and adsorptions of atomic 
and molecular systems on such surfaces. In this abstract, we outline the results from two 
most recently completed projects, namely adsorptions of atomic carbon, nitrogen, and 
oxygen on the (111) surface of δ – Pu and on the (020) surface of α – Pu. For both cases, 
first principles total energy calculations within the framework of generalized gradient 
approximation to density functional theory with the Perdew-Burke-Ernzerhof (PBE) 
exchange-correlation functional have been performed. The computational formalism is 
the full potential all electron linearized augmented plane wave plus local orbitals (FP-
LAPW+lo) method as implemented in the Wien2k suite of software. This method makes 
no shape approximation to the potential or the electron density. Within the FP-LAPW+lo 
method, the unit cell is divided into non-overlapping muffin-tin spheres and an interstitial 
region. The δ-Pu (111) surface is modeled by a supercell consisting of periodic 3-layer 
slabs with two atoms per surface unit cell, where periodic slabs are separated in the z-
direction by vacuum regions of 60 Bohr thick. Chemisorption energies have been 
optimized with respect to the distance of the adatom from the Pu surface for four 
adsorption sites, namely the top site (adatom is directly on top of a Pu atom), bridge site 
(adatom is placed in the middle of two nearest neighbor Pu atoms), hcp hollow site 
(adatom sees a Pu atom located on the layer directly below the surface); and fcc hollow 
site (adatom sees a Pu atom two layers below the surface). The adlayer structure 
corresponds to a coverage of 0.50 of a monolayer in all cases. Computations were carried 
out at two theoretical levels, one without spin-orbit coupling (NSOC) and one with spin-
orbit coupling (SOC). For NSOC calculations, the hollow fcc adsorption site was found 
to be the most stable site for C and N with chemisorption energies of 6.272 eV and 6.504 
eV respectively, while the hollow hcp adsorption site was found to be the most stable site 
for O with chemisorption energy of 8.025 eV. For SOC calculations, the hollow fcc 
adsorption site was found to be the most stable site in all cases with chemisorption 
energies for C, N, and O being 6.539 eV, 6.714 eV, and 8.2 eV respectively. The 
respective distances of the C, N, and O adatoms from the surface were found to be 1.16 
Å, 1.08 Å, and 1.25 Å. Our calculations indicate that SOC has negligible effect on the 
chemisorption geometries but energies with SOC are more stable than the cases with 
NSOC within a range of 0.05 to 0.27 eV. The work function and net magnetic moments 
respectively increased and decreased in all cases upon chemisorption compared with the 
bare δ-Pu (111) surface. 

. 
The α - Pu (020) surface was modeled by a 4-layer periodic slab consisting of a 

total of 32 Pu atoms. Adsorption energies were optimized with respect to the distance of 
the adatom from the Pu surface for four adsorption sites (see figure below). The sites are 
the one-fold top site, one-fold hollow site, two-fold short bridge and two-fold long 
bridge. At the top site the adatom sits directly on top of a Pu atom. At the hollow site the 
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adatom sits a site that is on top of a Pu atom on the second layer. At the short bridge site, 
the adatom sits between two Pu atoms having a short bond, whereas at the long bridge 
site, the adatom sits between two Pu atoms with a long bond. The short bridge site was 
the most stable adsorption site for C with chemisorption energies of 5.880 eV and 6.038 
at the NSOC and SOC levels of theory respectively. The long bridge site was the most 
stable adsorption site for N and O with chemisorption energies at the NSOC and SOC 
levels of theory respectively being 5.806 eV and 6.067 eV for N and 7.155 eV and 7.362 
eV for O. The respective distances of the C, N, and O adatoms from the surface for the 
most stable adsorption sites were found to be 1.32 Å, 1.26 Å, and 1.35 Å. Our results 
show that SOC adsorption energies are more stable than NSOC adsorption energies in the 
0.14-0.32 eV range. Here also, the work function and net spin magnetic moments 
respectively increased and decreased in all cases upon chemisorption compared to the 
bare surface. The local density of states and difference charge densities has been used to 
analyze the interaction between the adatoms and the substrate. 

 
 

(a) Top                           (b) Hollow                     (c) Short bridge               (d) Long bridge  
 

 
Some recent publications 
 
1. D. Gao and A. K. Ray, Actinides 2005 – Basic Science, Applications and Technology, 
MRS Symposium Proceedings, 803, 39-44 (2006). 
2. H. R. Gong and A. K. Ray, Actinides 2005 – Basic Science, Applications and 
Technology, MRS Symposium Proceedings, 803, 44-50 (2006). 
3. D. Gao and A. K. Ray, European Physical Journal B, 50, 497-503 (2006). 
4. H. R. Gong and A. K. Ray, Surface Science, 600, 2231-2241 (2006). 
5. D. Gao and A. K. Ray, Surface Science, 600, 4941-4952 (2006). 
6. R. Atta-Fynn and A. K. Ray, Physica B, 392, 112 - 126(2007). 
7. P. Dholabhai and A. K. Ray, Physica Scripta, 75, 506-514 (2007). 

            8. D. Gao and A. K. Ray, European Physical Journal B, 55, 13-22 (2007). 
            9. R. Atta-Fynn and A. K. Ray, Physical Review B, 75 , 195112-1-13 (2007). 
            10. D. Gao and A. K. Ray, Journal of Alloys and Compounds, 444-445. 184-190 
            (2007). 
            11. P. Dholabhai and A. K. Ray, Journal of Alloys and Compounds, 444-445. 356- 
            362 (2007). 

12. R. Atta-Fynn and A. K. Ray, Physical Review B, 76, 115101-1-12 (2007). 
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Structure and Properties of Pu-Oxide Nanoclusters 
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A metrical description of actinide aggregates that form following hydrolysis has 
remained elusive, despite their impact on chemical reactivity and physical properties. 
Tetravalent Pu hydrolysis has received specific attention because the aggregates, known 
as “Pu polymer”, remain soluble and once formed have proven difficult to remove or 
destroy. Their presence in solution prohibits effective metal separations and impacts the 
prediction of Pu transport and mobility in the environment.  Long thought to be 
amorphous, ill-defined oxyhydroxides formed by olation reactions, they are known to 
form PuO2-like metal clusters upon aging. Our recent studies point to a very different 
chemistry. Single-crystal structural studies of polymer reveal well-formed, Pu-oxide 
crystallites and high-energy x-ray scattering (HEXS) results confirm monodisperse 
complexes with correlations that extend out to 12 Å or longer in solution. For example, 
the cluster [Pu38O56]40+ has been isolated in several different structures and seems to be 
particularly stable. The packing in this moiety is slightly distorted from the classic 
fluorite (Fm3m) symmetry found for PuO2. The clusters themselves are decorated with 
anions in the solid state, for example to form the anion [Pu38O56Cl54(H2O)8]14-. The 
Fourier transform of HEXS data obtained from solution is well modeled by the Pu-38 
cluster but does not conclusively confirm the full chloride coordination. Optical data, also 
obtained from solution samples, indicate the decorating anion’s lability, a result 
supported by structural studies. Overall, our work suggests cluster formation via 
oxolation, a chemistry seen with higher-valent transition metals such as Mo6+ and W6+, 
which form a wide variety of stable polyoxometalates. Structural studies have isolated 
samples with several monodisperse cluster sizes, suggesting magic-numbers may be 
stabilized, a possible effect of anion species, pH and/or concentration. These factors will 
be discussed in context of their impact on electronic properties. 
 
This work is supported by the Heavy Elements Chemistry and Separation Sciences 
Programs, Office of Basic Energy Sciences, Office of Science, Department of Energy, at  
Argonne National Laboratory under contract DE-AC02-06CH11357. 
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Probing Actinide Electronic Structure using High-Resolution Photoelectron 
Spectroscopy* 

 
Michael C. Heaven 

Department of Chemistry 
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Atlanta, GA 30322 

 
 High-level theoretical models of the electronic structures and properties of 

actinide compounds are being developed by several research groups.  This is a 

challenging problem due to the need for explicit treatment of relativistic effects, and the 

circumstance that many of these molecules exist in states where the f and/or d orbitals are 

partially filled.  Current theoretical models are being evaluated through comparisons with 

experimental results.  Gas phase data are most suitable for this purpose, but there have 

been very few gas phase studies of actinide compounds.  We are addressing this problem 

by carrying out spectroscopic studies of simple uranium and thorium compounds (oxides 

and halides).  Multiple resonance spectroscopy and jet cooling techniques are being used 

to unravel the complex electronic spectra of these compounds.  Recent results for the 

oxides will be discussed.  Systematic errors in the accepted values for the ionization 

energies have been discovered, and the patterns of electronic states for these molecules 

provide information concerning the occupation of the 5f orbitals and their participation in 

bond formation.   

 
*This work was supported by a grant from the Heavy Elements Chemistry Branch, 

Division of Chemical Sciences, Office of Basic Energy Sciences, Department of Energy 

(DE-FG02-01ER15153-A003) 
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Generation, Detection and Characterization of Gas-Phase Transition Metal 
Containing Molecules 

Timothy C. Steimle 
Department of Chemistry and Biochemistry 

Arizona State University 
Tempe, Arizona 85287-1604 
E-mail:  tsteimle@asu.edu

I. Program Scope 
The objective is to identify transient, transition metal containing, molecules and 

produce highly quantitative information that elucidates bonding mechanisms and can be 
used to evaluate the predictability of electronic structure calculations.  Studies of late 4d 
and 5d metal elements (e.g.  Rh, Pd, Ir and Pt) are emphasized due to their role in efficient 
activation of C-H or C-halogen bonds.  The need for highly quantifiable data to gauge the 
quality of electronic structure predictions has significantly increased as computational 
approaches have evolved from traditional high level ab initio approaches to the current 
extensively implemented density functional theory (DFT) approaches because the results of 
DFT predictions depend radically on the nature of both the functional and basis set 
employed.  Experimental determination of permanent electric dipole moments, μe, magnetic 
dipole moments, μm, and magnetic hyperfine interactions (Fermi-contact, bF etc.) are 
performed because μm μe and bF are highly sensitive to the nature of the chemically relevant 
valence electrons and are routinely predicted.  Furthermore, unlike other routinely 
theoretically predicted properties such as bond lengths, R, and harmonic vibrational 
frequencies, ωe, these properties vary radically across the Rh, Pd, Ir and Pt series (e.g. PtS 
(X[Ω=0+]): μe = 1.78(2) D vs. RhS( )3.40(2) D).   −Σ 2/3

4X
Two classes of gas-phase spectroscopic studies are implemented: a) visible and near 

infrared electronic spectroscopy using laser induced fluorescence (LIF) detection, b) mid-
infrared vibrational spectroscopy in the OH, CH and NH fundamental stretching region 
(2.8μm-3.6μm). Small magnetic (Zeeman) and electric (Stark) field induced shifts in the 
very high resolution spectra are analyzed to produce experimental values for μm and μe.  
Molecular beams of the transition metal containing radical molecules are produced by 
skimming the output of a laser ablated/reagent supersonic expanding gas.  The molecules 
are produced with an internal temperature of typically 10 K to minimize spectral congestion 
and recorded at near the natural linewidth limit (typically 30 MHz).   

 
II. Recent Progress 

A. RhH, RhC, RhF, RhN (Publ. #7), RhO (Publ. #6), RhS(Publ. #8),   
Recently we recorded and analyzed the optical Stark spectra of RhO, RhN and RhS.  

The determined ground state values for μe were (RhN:2.43(9)D) < (RhO:3.81(4)D) ≈ 
μe(RhS:3.40(2)D).  More insightful than μe is a comparison of the reduced dipole moment 
(≡μe/Rv) amongst the series where the observed ordering is RhN (1.48 D/Ǻ) < RhS (1.65 
D/Ǻ) < RhO (2.22 D/Ǻ).  A major finding of these studies is how well a relatively simple 
molecular orbital correlation diagram can qualitatively predict the observed relative values 
of μe/Rv. This correlation diagram predicts that the primary configurations are 
1σ21π41δ42σ2 for RhN(X1Σ+) and 1σ21π41δ42σ12π2 for RhO and RhS (X4Σ−).  Here only 
the valence electrons are used in numbering the molecular orbitals.  The 1σ and 1π are the 
4d(Rh)+p(O,N,S) bonding combinations, the 1δ a non-bonding 4d±2, the 2σ  a non-bonding 
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5s/5p hybrid orbital polarized away from the bond, and the 2π the 4d(Rh)-p(O,N,S) anti-
bonding combination.  The three major contributions responsible for the observed ordering 
of μe/Rv are: 1) the changes in the polarity of the bonding σ and π orbitals; 2) the 
occupation of the non-bonding 2σ; 3) the occupation of the anti-bonding 2π orbital.  The 
polarity of the bonding 1σ and 1π orbitals, which are fully occupied in this series, should be 
RhS < RhN < RhO, mimicking the trend in electronegativities.  This alone would predict an 
order for μe/Rv of RhS < RhN < RhO.  Occupation of the 2σ orbital greatly reduces μe/Rv 
because it moves electron density away from N, O and S.  The 2σ orbital is doubly 
occupied for RhN and singly occupied for RhO and RhS, thus the order for μe/Rv becomes 
RhN < RhS < RhO.   Occupation of the 2π anti-bonding orbital increases μe/Rv because it 
places partial charge on the N, O or S atom.  The lack of occupation of the 2π orbital in 
RhN and double occupation for RhO and RhS contributes to reducing μe/Rv. 

 The results of a recent DFT calculation for RhN and RhO and a high level ab initio 
prediction for RhN are compared in Table I.   The DFT value of 4.107 D for RhN predicted 
utilizing the hybrid functional B3LYP with a LanL2DZ basis set was closest to the 
observed value of 3.81(2) D. The four other functionals used (SVWN, BP86, Meta-BP86, 
and Lb94) produced values of μe in the range of 3.041D to 3.235D.  Unfortunately, the 
B3LYP/LanL2DZ calculation, which gives the best agreement for μe, gives the poorest 
prediction for R.  Similarly, the hybrid functional B3LYP with a LanL2DZ basis set gives a 
perdiction of μe for RhO (=2.466 D) closest to the true value (= 2.43(5) D) with the four 
other functionals (SVWN, BP86, Meta-BP86, and Lb94) producing values that range from 
of 1.486 D to 3.372 D.  The ab initio value is approximately 20% below observation. 

 
Table I. Ground state electric dipole moments, μe, of RhN, RhO and RhS (in Debye) 

 RhN(X 1Σ+ ) RhO( −Σ 2/3
4X ) RhS( −Σ 2/3

4X )
Exp. 2.43(5) 3.81(2) 3.40(2) 
DFT 3.27a, 3.37b, 1.49c, 2.47d, 1.56e 3.04a, 3.24b, 3.09c, 4.11d, 3.13e - 
Ab initio 2.08a - - 

DFT: (CPL,421, 281,2006) Various functionals: a SVWN;  b Bp86; c meta-Bp86; d B3LYP;  e Lb94; 
Ab initio: (THEOCHEM, 393, 127 (1997)) CASSCF/MRCI 
 

 We recently recorded the low-resolution, near uv, LIF spectra of RhF, RhH and 
RhC produced in the reaction of ablated rhodium with SF6, H2 and CH4, respectively 
(see Figure 1). Numerous other spectral features were also observed. 

 

Figure 1. Low-resolution, near uv, LIF 
spectra of the reaction products of ablated 
rhodium and a supersonic expansion or 
SF6/Ar, (lower), H2 (middle), and CH4 
(upper).  Bands associate with electronic 
transitions of RhF, RhH and RhC are 
readily identified using existing 
information.  Numerous other bands are 
also evident.  Optical Stark measurements 
of RhC, RhF and RhH are in progress. 
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B. Molybdenum monocarbide, MoC(Publ. # 9) 
Understanding the nature of the transition metal/carbon bond is fundamental to many 

areas of organometallic chemistry and μe is the best gauge of the direction and magnitude 
of the polarity of this bond.  We recently recorded and analyzed the optical Stark effect in 
the Re(0) and Qfe(1) branch features of the [18.6]3Π1 − X 3Σ

-
(0,0) band of 98MoC to 

determine μe values of 2.68(2) D and 6.07(18) D for the [18.6]3Π1(v=0) and X 3Σ
-
(v=0) 

states, respectively. The only previously determined μe values for transition metal 
monocarbides are those for FeC, RuC, IrC and PtC, which were all measured in our 
laboratory. μe for MoC has been predicted by various DFT and ab initio theoretical 
methods the results of which are collected in Table II. The DFT values vary from 3.145 D 
to 5.50D depending upon basis set and functional. The all electron, ab initio, 
CASSCF/MRCI calculation performed better than the relativistic effective core potential 
(ECP) approach.  A molecular orbital correlation diagrams for the early (Y, Zr, Nb, Mo and 
Ru) monocarbides was  developed that qualitatively predicts the trend in μe.   

 

Table II. Permanent electric dipole moments of MoC (Debye) X 3Σ-

Exp. Ab initio DFT 
 All-elec. 

MRCI 
ECP. 
MRCI 

SVWN Bp86 Meta-
Bp86 

Lb94 B3LYP B3LYP 

6.07(2) 6.15a 5.87b 5.218c 5.209c 5.200c 5.080c 5.50d 3.145c

(a) I. Shim and Karl A. Gingerich, J. Chem. Phys., 106(19), 8093 (1997), (b) P. A. Denis and K. 
Balasubramanian, J. Chem. Phys., 125, 024306 (2006)., (c) J. Wang, X. Sun, and Z. Wu, Chem. 
Phys. Lett., 141, 426(1-3)(2006). (d) F. Stevens, V. Van Speybroeck, I. Carmichael, F. Callens, M. 
Waroquier, Chem. Phys. Lett., 281, 421(2006) 

 
C. Mid-infrared spectroscopy using Stark Modulation  

A very sensitive and selective mid-
infrared spectroscopic spectrometer has been 
successfully developed (Figure 2) and is being 
used in the search for polyatomic metal 
containing radicals. It employs a difference 
frequency generation (DFG) scheme using a 
periodically poled lithium niobate (PPLN) 
crystal similar to that previously used by Curl’s 
group (Rice) and currently used by Nesbitt’s 
group (NIST). Like those spectrometers, dual 
balance beam detection and high-pass filtering 
is used to enhance S/N.  Unlike the Rice and 
NIST spectrometers, Stark modulation is also 
implemented. Our first Stark modulation spectra 
(CH3OH seeded in Argon) were recently 
recorded. 

 
Fig. 2 The high-resolution, mid-IR, spectrometer 
developed for the study of polyatomic metal 
containing radicals.  
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III. Future Plans 

A. Near uv ultrahigh resolution LIF of metal systems. 
Many of the transition metal containing radicals of interest (see Fig. 1) have intense 

electronic transitions in the near uv  (370-460 nm) spectral region where we previously did 
not have tunable monochromatic radiation sources. We recently purchase an external cavity 
doubler to be used with our cw-dye and Ti:Sapphire  lasers that will extend our wavelength 
coverage to down 420 nm.  In addition to the RhC, RhH and RhF molecules, studies of PdX 
series (X=C,N,O,H,F) will be initiated. Information on gas-phase Pd containing molecules 
is very limited.     

  
B. Mid-IR spectrometer: Pulsed discharge source for radical generation  
The 50 kHz Stark modulation scheme that we have recently implemented has 

resulted in an approximate 102 enhancement in the S/N.   In those preliminary experiments 
involving CH3OH seeded in argon the pulsed molecular beam had a temporal distribution  
long enough (≅500 μs) for sufficient modulation. The laser ablation scheme we have 
traditionally used has a temporal distribution too short (≅ 50 μs) for implementation. An 
alternative dc discharge source is being constructed for molecular production.  

 
Publications of DOE sponsored research - 2004-present: 
1. “The permanent electric dipole moments of Ruthenium Monocarbide in the 3Π and 3Δ 

states”  Wilton L. Virgo, Timothy C. Steimle, Laura E. Aucoin and J.M. Brown, Chem. 
Phys. Lett. 391,75-80, (2004). 

2. “The permanent electric dipole moments of WN and ReN and nuclear quadrupole 
interaction in ReN” Timothy C. Steimle and Wilton Virgo,  J. Chem. Phys. 121 12411 
(2004). 

3. “The permanent electric dipole moment and hyperfine interaction in Ruthenium 
Monoflouride, RuF.” Timothy C. Steimle, Wilton L. Virgo and Tongmei Ma, J. Chem. 
Phys. 124, 024309-7 (2006). 

4. “High Resolution Laser Induced Fluorescence Spectroscopy of the [18.8] 3Φi − X 3Φi 
(0,0) Band of Cobalt Monofluoride” Timothy C. Steimle, Tongmei Ma, Allan G. Adam, 
William D. Hamilton and Anthony J. Merer,  J. Chem. Phys. 125, 6 064302-1-064302-9 
(2006). 

5. “The permanent electric dipole moment and magnetic g-factors of uranium monoxide, 
UO” Michael. C. Heaven, Vasiliy Goncharon, Timothy C. Steimle, Tongmei  Ma, 
Colan Linton J. Chem Phys.  125 204314/1-20431/11 (2006). 

6. “A Molecular Beam Optical Stark Study of the [15.8] and [16.0] 2Π1/2 –X2Σ+ (0,0) Band 
Systems of Rhodium Monoxide, RhO.” Jamie Gengler, Tongmei M,  Allan G. Adam, 
and Timothy C. Steimle, J. Chem. Phys.126 134304-11 (2007) 

7. “A Molecular Beam Optical Stark Study of Rhodium Mononitride, RhN” Tongmei Ma, 
Jamie Gengler,  Zhong Wang, Hailing Wang and T.C. Steimle, J. Chem. Phys. J.Chem. 
Phys. J. Chem. Phys. 126 244312-8 (2007). 

8. “A Molecular Beam Optical Stark Study of the [18.1]2Π1/2-X4Σ-
1/2, RhS” Tongmei Ma,  

Hailing Wang and T.C. Steimle, J. Chem. Phys. (Accepted August (2007). 
9. “Optical Stark spectroscopy of molybdenum carbide, MoC” Wilton L. Virgo and 

Timothy C. Steimle, J. Chem. Phys. (Accepted Aug 2007). 
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Investigating the Mechanisms of Oxidation Reactions Occurring on Heterogeneous Catalysts 

  A. W. Castleman, Jr. 
Pennsylvania State University 

Departments of Chemistry and Physics 
104 Chemistry Building 

University Park, PA 16802 
awc@psu.edu 

Program Scope: 

Increased consumption of energy worldwide has induced major expansions in research efforts devoted to 
discovering more efficient processes. Catalysts have the capability to considerably reduce the energy requirements 
of chemical reactions and to selectively promote the creation of desired products. Moreover, catalysts are widely 
employed in the production and storage of both conventional as well as alternative forms of energy and find 
particular value in reactions designed to effect pollution abatement. To sensibly improve the performance of 
existing catalysts and develop new ones, an elementary molecular level understanding of catalytic reactions is 
crucial. The current approach to designing heterogeneous catalysts involves mainly the combinatorial preparation 
and testing of different catalytic materials. From a conceptual point of view, unfortunately, such methods yield 
little insight into why one particular catalyst loading is more active than another. Analytical approaches, 
employing surface science techniques, have made significant contributions to the understanding of heterogeneous 
catalysis. Regrettably, even such sophisticated methods are not always able to determine the exact nature of the 
active sites responsible for catalytic activity.   

Our experimental approach, employing gas phase metal oxide clusters, is designed to provide molecular level 
insight into the mechanisms of oxidation reactions occurring in the presence of transition metal oxide catalysts. 
Through a multistage mass spectrometry technique we are able to investigate, with atomic level precision, how 
the physical and chemical characteristics of different materials influence their ability to facilitate catalytic 
reactions.   

The study of gas phase clusters has been demonstrated to be an effective method of investigating the chemical 
and physical properties of catalytically active bulk materials. The surface of a metal oxide catalyst may be viewed 
as a collection of clusters, as proposed by Muetterties. Somorjai, furthermore, has established that surface 
chemical bonds have properties similar to those of clusters.  Additionally, investigations of cluster reactivity have 
demonstrated correlations between reactions occurring on gas phase clusters and those taking place on the  
corresponding bulk phase catalysts. The study of gas phase clusters, therefore, offers the advantage of 
investigating isolated potential catalytic active sites in the absence of solvent effects and surface inhomogeneities 
that complicate research in the condensed phase. Gas phase experiments, additionally, allow the effects of cluster 
size and composition to be studied on an atom by atom basis. This is particularly relevant in nanocatalysis where 
the properties of catalytic nanoparticles have been found to change over orders of magnitude by the incorporation 
or removal of a single atom. Cationic or anionic clusters may also better emulate charged active sites on bulk 
surfaces that result from electron transfer between the support material and the catalyst. Finally, clusters are small 
systems that can be accurately described using high level theoretical calculations. Our cluster based approach, 
therefore, has significant advantages and provides detailed insight into the molecular level mechanisms of 
catalytic oxidation reactions. Information gained from these studies may aid in the directed design of future 
catalysts with improved activity and selectivity.   
 
Recent Progress: 

During the current grant period, we continued investigating the molecular level details of heterogeneous 
oxidation reactions. In particular, we completed a systematic study of the reactivity of several 3d transition metal 
oxides with CO. These experiments were conducted to gain understanding of the fundamental steps of CO 
oxidation, a reaction of substantial importance to environmental pollution abatement. To acquire more detailed 
insight into the mechanisms and energetics of these reactions we collaborated with the theoretical physics group 
of Professor Shiv N. Khanna at the Virginia Commonwealth University. 

Our experiments involving iron oxides were motivated by theoretical calculations suggesting an energetically 
favorable oxidation reaction with CO. Through a joint experimental and theoretical effort we determined the 
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effect of ionic charge state on the reactivity of FeO3
+/- clusters with CO. Studies of both the cationic and anionic 

FeO3 clusters demonstrated that charge state has a dramatic effect on the oxidation behavior.  Similar to gold 
oxide clusters, which we have also studied in this context, FeO3

+ cations were determined to be far more active 
than the corresponding anions. Theoretical calculations predicted that it is energetically favorable for the reaction 
of FeO3

+ with CO to proceed to a final stage forming FeO2
+, FeO+, and Fe+ as the products. Indeed, each of these 

products were observed experimentally for the reaction of FeO3
+ with CO.  In contrast, for anionic FeO3

-, only the 
product FeO2

- was observed experimentally. A theoretical analysis of the reaction pathways provides evidence 
that the observed dependence of reactivity on ionic charge state is in part caused by the binding energy of oxygen 
to the metal atom. More energy is required to remove oxygen from the anionic clusters than from the cationic 
clusters. For cations, a charge deficiency localized on the iron atom weakens the Fe-O bonds and enables higher 
reactivity with CO. The relative reactivity of iron oxide and gold oxide clusters with CO was revealed to be very 
similar. Iron, however, being cheap and abundant, may be much more practical for application in commercial 
pollution abatement processes.   

Systematic studies of the reactivity of anionic iron oxide clusters with CO were conducted to determine the 
influence of stoichiometry on oxidation efficiency. CO oxidation was determined to be the dominant reaction 
channel for most anionic iron oxide clusters. A theoretical analysis of the molecular level mechanisms was carried 
out to establish the energy profiles of the reactions and the influence of the spin states of the intermediates on the 
oxidation efficiency. The most active and selective iron oxide anions for CO oxidation were composed of one 
more oxygen atom than iron atom. The increased reactivity of this stoichiometry is attributed to two factors: (1) 
The energy required to remove an O atom from these clusters is less than the energy gained from forming CO2, 
thereby making the oxidation energetically favorable. (2) The small size of the clusters, compared to bulk iron 
oxide, allows structural rearrangements that eliminate or reduce the energy barriers making oxidation kinetically 
feasible.   

Comprehensive investigation of the reactivity of cationic iron oxide clusters with CO revealed that the FeO+, 
Fe2O+, and Fe2O3

+ stoichiometries were particularly active for CO oxidation. The reaction of Fe2O3
+ with CO 

yielded a particularly intense oxygen atom transfer product. The oxidation reaction was calculated to be 
exothermic by 2.12 eV and found to involve CO binding to a weakly bound oxygen atom followed by CO2 loss. 
Our experiments show that Fe2O3

+ promotes CO oxidation, in agreement with studies by others involving neutral 
Fe2O3 nanoparticles. Theoretical structural calculations predict that the weakly bound oxygen atom outside of the 
Fe2O2

+ ring of Fe2O3
+ exhibits increased activity for O atom transfer to CO. Indeed, collision induced dissociation 

(CID) experiments with inert xenon gas also produced a small atomic oxygen loss product at near thermal 
energies, verifying this important theoretical prediction.    

To complement our investigation of iron oxide clusters, experiments were undertaken in our laboratory to 
determine the structural characteristics of cobalt oxide and nickel oxide clusters as well as their reactivity with 
CO. CID experiments were conducted employing Xe gas to elucidate the structural building blocks of the larger 
clusters. These studies provided insight into how different d-electron configurations impact the dissociation 
pathways and bonding motifs of 3d transition metal oxide clusters. Reactivity studies with CO were also carried 
out and revealed that metal oxide clusters composed of various 3d metals have different stoichiometries which are 
the most active for CO oxidation.  

The anionic cobalt oxide clusters studied, CoO2-3
-, Co2O3-5

-, and Co3O3-6
-, exhibited oxygen atom loss as the 

most common CID fragment. This indicates the presence of atomically bound oxygen on the majority of anionic 
cobalt oxide clusters. The more oxygen rich cobalt oxide cluster anions, however, also fragmented through loss of 
molecular oxygen, sometimes at very low collision energies. These oxygen rich species, therefore, contain weakly 
bound molecular O2 subunits which are not highly activated. Loss of neutral metal oxide fragments was also 
observed for anionic cobalt dimer and trimer oxide clusters. The more oxygen deficient dimer species, however, 
showed loss of a metal oxide fragment at lower energy than O atom dissociation. The anionic trimer oxide 
clusters exhibited a Co2O3

- product as the most stable structural subunit. In order to determine the influence of 
charge state on the structure of cobalt oxide clusters, cationic CoO1-4

+ and Co2O2,4,6
+, were also studied.  Both 

CoO+ and Co2O2
+ fragmented revealing an oxygen atom product at slightly elevated collision energies and 

indicating the presence of atomically bound oxygen.  The oxygen rich cationic monomer clusters exhibited loss of 
an O2 first, followed by an O atom, demonstrating the presence of loosely bound molecular O2 subunits. The CID 
results for the cationic cobalt oxides were somewhat different from the anionic clusters in that the fragmentation 
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of molecular O2 units was far more common for cations. Furthermore, these fragments were often produced at 
very low collisional energies indicating that O2 units are weakly bound and, therefore, not significantly activated. 

Reactivity experiments with CO revealed oxygen atom transfer products for all anionic monomer through 
trimer cobalt oxide clusters. It is interesting that Co3O5

- and Co3O6
-, which are oxygen rich species exhibiting O2 

fragmentation in CID experiments, underwent oxygen atom transfer as the major reaction channel with CO. This 
may indicate the presence of highly activated O2 species.  For the cationic cobalt oxide clusters, dissociation of O2 
followed by association of CO was the major reaction channel observed. Association of multiple CO molecules 
following dissociation of O2 subunits was also observed for several cluster species. 

The nickel oxide anion clusters studied were NiO2-3
-, Ni2O3-4

-, Ni3O3-5
-and Ni4O4-5

-. The general trends in the 
CID fragmentation of these clusters are consistent with those observed for cobalt oxide anions. The more oxygen 
deficient species dissociate O atoms and more oxygen rich clusters fragment intact O2 units. Upon careful 
inspection, however, certain differences between cobalt oxides and nickel oxides become apparent. For the MO3

- 
species, cobalt dissociates an atomic oxygen atom, while nickel fragments an intact O2 unit. The additional           
d electron in nickel, therefore, seems to favor the binding of molecular rather than atomic oxygen. Furthermore, 
for M3O5

- clusters, dissociation of an O2 unit requires significant energy for cobalt, while nickel fragments an O2 
unit at thermal energy. Nickel, therefore, seems to bind oxygen more loosely than cobalt. To determine the effect 
of charge state on nickel oxide clusters NiO1-4

+ and Ni2O2-3
+ cations were studied.  For all of the cation clusters 

except NiO+, O2 was the first fragment observed indicating that cationic nickel centers bind oxygen preferentially 
in the molecular form. The dimer clusters, furthermore, fragmented O2 at near thermal collision energies, 
demonstrating that this unit is only weakly bound to the nickel cations. Nickel oxide anions, when reacted with 
CO, exhibited atomic oxygen loss products. For larger clusters, only Ni3O4

- and Ni4O5
- showed oxygen atom 

transfer products, which is evidence that clusters with one more oxygen atom than nickel atom have a particularly 
active stoichiometry for the oxidation of CO. Furthermore, no products were observed with clusters containing the 
same number of metal and oxygen atoms, Ni3O3

- and Ni4O4
-. For cationic nickel oxides reacted with CO, oxygen 

atom transfer was observed only for NiO+, NiO2
+, and Ni2O3

+, however, only for NiO+ was it the major reaction 
channel. The most prominent product channel detected for cationic clusters was the dissociation of an O2 followed 
by association of a CO molecule. The dimer nickel oxide cation species also exhibited products of the 
fragmentation of Ni, NiO, and NiO2 units. The adsorption energy of CO onto these clusters, therefore, is 
sufficiently exothermic to break the Ni-O bonds of the nascent cluster. These recent experiments, therefore, reveal 
that metal oxide clusters composed of various 3d metals bind oxygen in specific configurations and have distinct 
stoichiometries which are ideal for CO oxidation. 

 
Future Studies: 

Catalyst support materials can have a significant influence on the activity of metal catalyst particles. 
Primarily, the binding mode of the catalyst particles to the support material can dramatically affect the size 
distribution of the active phase. Additionally, the metal-metal bonds of catalyst particles can become strained 
upon adsorption onto the support. This in turn creates regions of charge accumulation and deficiency that are 
critical to catalytic activity. Differences in the electronegativity of the elements comprising the support and 
catalyst may also lead to charged active sites. Finally, the interface between the support and catalyst material can 
serve as a unique bifunctional site where reactants may bind in configurations which are favorable for reaction. To 
gain further understanding of the molecular level mechanisms involved in heterogeneous oxidation catalysis, we 
plan to investigate the influence of elements used as support materials on the activity of commercial catalysts. We 
intend to focus specifically on the oxidation of CO, SO2 and simple chemical feedstocks such as methanol, 
methane and propylene. Preliminary results on aluminum and zirconium oxide clusters have revealed certain 
stoichiometries that are particularly active for the oxidation of CO and methanol, respectively. After 
characterizing the behavior of the pure support materials we plan to investigate the influence of catalyst-support 
interactions through reactivity studies of bimetallic oxide clusters. Mass selected reactivity studies will provide 
insight into how systematically doping single metal oxide clusters with a second metal influences reactivity. CID 
experiments will aid in determining bond energetics and structural configurations. Our forthcoming bimetallic 
studies will build upon our previous work with gold and iron and our preliminary studies of zirconium. We plan 
to study the reactivity of mixed iron/gold and copper/zirconium oxide clusters with CO and methanol, 
respectively.  We also intend to continue our valuable collaboration with the theoretical groups of Professor 

24



 

Vlasta Bonačić-Koutecký at the Humboldt University in Berlin and Professor Shiv N. Khanna at the Virginia 
Commonwealth University. The insight provided by their computational work allows us to develop a much more 
complete and detailed understanding of the mechanisms involved in catalytic oxidation reactions.  
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Program Scope 
 
 The focus of our research program is the study of gas phase metal clusters and metal ion-
molecular complexes as models for the fundamental interactions present in heterogeneous catalysis 
and metal ion solvation.  The clusters studied are molecular sized aggregates of metal or metal 
compounds (oxides, carbides).  We focus specifically on the bonding exhibited by "physisorption" 
versus "chemisorption" on cluster surfaces, where the distinction is one of the cluster-adsorbate 
bond energy, and on solvation interactions in which the ligand is a solvent molecule such as water.  
Complexes containing a metal center with one or more atoms and one or more attached small 
molecules provide the models for adsorption and solvation .  These studies investigate the nature of 
the metal-molecular interactions and how they vary with metal composition and cluster size.  To 
obtain size-specific information, we focus on ionized complexes that can be mass-selected.  Infrared 
photodissociation spectroscopy is employed to measure the vibrational spectroscopy of these 
ionized complexes.  The vibrational frequencies measured are compared to those for the 
corresponding free-molecular resonances and with the predictions of theory to reveal the electronic 
state and geometric structure of the system.  Experimental measurements are supplemented with 
calculations using density functional theory (DFT) with standard functionals such as B3LYP. 
 
 
Recent Progress 
 
 The main focus of our work over the last two years has been infrared spectroscopy of mass-
selected cation-molecular complexes, e.g., Ni+(C2H2)n, Ni+(H2O)n, Nb+(N2)n and M+(CO)n.  These 
species are produced by laser vaporization in a pulsed-nozzle cluster source, size-selected with a 
specially designed reflectron time-of-flight mass spectrometer and studied with infrared 
photodissociation spectroscopy using an IR optical parametric oscillator laser system (OPO).  We 
have studied the infrared spectroscopy of various transition metal ions in complexes with the 
ligands indicated.  In each system, we examine the shift in the frequency for selected vibrational 
modes in the adsorbate molecule that occur upon binding to the metal.  The number and frequencies 
of IR-active modes in multi-ligand complexes reveal the structures of these systems, while sudden 
changes in vibrational spectra or IR dissociation yields are used to determine the coordination 
number for the metal ion in these complexes.  In some systems, new vibrational bands are found at a 
certain complex size that correspond to intra-cluster reaction products.  In small complexes with 
strong bonding, we use the method of “rare gas tagging” with argon or neon to enhance dissociation 
yields.  In all of these systems, we employ a close interaction with theory to investigate the details 
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of the metal-molecular interactions that best explain the spectroscopy data obtained.  We perform 
our own density functional theory (DFT) or MP2 calculations (using Gaussian 03W or GAMESS) 
and when higher level methods are required (e.g., CCSD), we collaborate with local theorists (Profs. 
P.v.R. Schleyer, H.F. Schaefer) or those at other universities (Prof. Mark Gordon, Iowa State).  Our 
infrared data on these transition metal ion-molecule complexes are the first available, and they 
provides many examples of unanticipated structural and dynamical information. 
 
 One technical improvement implemented this year has been the extension of our infrared 
lasers to longer wavelengths.  With the original configuration of our OPO system, the wavelength 
coverage was 2000-4500 cm-1.  Now we have added AgGaSe2 and LiInS2 crystals to this system, 
which extend the coverage to the region of 700-2000 cm-1.  In particular, this allows investigation of 
the carbonyl stretching region, the bending mode of water, the carbon skeletal modes of benzene, 
etc.  New infrared spectra have been obtained in the 700-2000 cm-1 region for several new cation-
molecular complexes.  
 
 M+(H2O)n complexes and those tagged with argon have been studied previously in our lab 
for the metals iron, nickel, cobalt and vanadium.  In the past year, we extended these studies to 
titanium, chromium, scandium, copper, silver, gold and zinc complexes.  We have studied the noble 
metal ions copper, silver and gold with one and two water molecules.  The gold system prefers a 
coordination of two ligands, and red-shifts its O-H stretches much more than those of copper and 
silver.  In the vanadium system, we have studied multiple water complexes.  Hydrogen bonding 
bands appear for the first time for the complex with five water molecules, establishing that four 
water molecules is the coordination for V+.  Copper and zinc complexes with a single attached water 
have unexpected vibrational bands at high frequency above the normal region of the symmetric and 
asymmetric O-H stretches.  With the help of theory by Prof. Anne McKoy (Ohio State), we are able 
to assign these features to combination bands involving the twisting motion of the water.  Silver and 
chromium complexes were rotationally resolved, providing the H-O-H bond angle in these systems.  
In very new work, we have been able for the first time to produce multiply charged transition metal 
cation-water complexes for chromium and scandium systems tagged with multiple argons.  IR 
spectra of these systems have very different intensity patterns and O-H shifts than those for the 
singly charged systems. 
 
 M+(N2)n complexes have been studied in the N-N stretch region for Fe+, V+ and Nb+ 
complexes.  Binding to metal makes the N-N stretch IR active even though it is forbidden in the 
isolated molecule.  Theory shows that most metals prefer end-on binding configurations, but some 
(e.g., cobalt) prefer to bind side-on as in a π-complex.  The N-N stretch is red shifted for these 
metals compared to this frequency for the free nitrogen molecule, in much the same way that 
carbonyl stretches also shift to the red.  M+(N2)4 complexes for both of these metals are found to 
have a square-planar structure.  However, the most stable coordination for both metals occurs in a 
complex with six ligands.  In Nb+, addition of the fifth ligand induces a spin change on the metal ion 
from quintet to triplet, and this spin state persists in the larger complexes. 
 
 M+(CO)n complexes are analogous to well-known species in conventional inorganic 
chemistry.  However, we are able to make these systems without the complicating influences of 
solvent or counter ions.  The C-O stretch in most transition metal complexes shifts strongly to the 
red from free CO, and this vibration falls below 2000 cm-1.  This lies outside the tuning range of our 
OPO lasers in their former configuration, but this region is now accessible with our new crystals.  
We have examined so-called non-classical carbonyl complexes of gold, silver and platinum.  
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M+(CO)n complexes for these systems have been studied, and they exhibit the expected blue-shift of 
the carbonyl stretch relative to free CO.  The size dependence of these resonances provides insight 
into the structures of these complexes.  We collaborated on the gold system with Prof. Mark Gordon 
(Iowa State) who was able to do relativistic calculations to compare to our spectra. 
 
 In a new venture, we have collaborated with Prof. Stephen Leone (UC-Berkeley) on a 
project using the Advanced Light Source at Lawrence Berkeley National Lab.  In this work, a 
cluster beam machine with a pulsed laser vaporization source has been upgraded and optimized to 
interface with the quasi-continuous VUV output of the ALS.  In initial experiments, threshold 
ionization measurements were conducted on carbon clusters containing up to 15 atoms.  We 
collaborated with Prof. Fritz Schaefer and Dr. Wesley Allen at Georgia on new high level 
calculations on the carbon clusters in the size range of 4-10 atoms.  Ionization energies were 
computed for linear and cyclic isomers for comparison to the ionization thresholds measured.  In 
many cases, evidence was strong for the presence of a single isomeric species (e.g., linear C9 and 
cyclic C10) in the neutral cluster distribution. 
 
 
Future Plans 
 
 Future plans for this work include the extension of these IR spectroscopy studies to more 
ligands and to complexes with multiple metal atoms.  We want to study more reactive metals with 
hydrocarbons such as ethylene or methane that might produce carbenes, vinylidene or ethylidyne 
species.  These systems should exhibit characteristic IR spectra, and will allow us to make better 
contact with IR spectroscopy on metal surfaces.  Studies of carbon monoxide have been limited so 
far because the tuning range of our present laser system only extends down to 2000 cm-1.  However, 
the new crystals that we now have extend the range of OPO systems like ours down to the 1000-
2000 cm-1 range, where many new metal carbonyls can be studied.  We are continuing to redesign 
and improve the cluster beam machine at the ALS, and will employ it in the future for ionization 
threshold measurements on a number of metal oxide clusters. 
 
 In all of these studies, we have focused on the qualitative effects of metal-adsorbate 
interactions and trends for different transition metals interacting with the same ligand.  Our 
theoretical work has revealed that density functional theory has some serious limitations for small 
metal systems that were not previously recognized.  This is particularly evident in metals such as 
vanadium and iron, where two spin states of the metal lie at low energy.  DFT has difficulty 
identifying the correct relative energies of these spin states.  Further examinations of this issue are 
planned, as it has significant consequences for the applications of DFT. 
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Water’s complexity as a liquid and solvent originates in the hydrogen bonding 
interactions, which result in a locally structured hydrogen bond network that reorganizes 
on femtosecond and picosecond time scales. Aqueous reactivity and charge transport is 
largely dictated by the fluctuations and distortions of this network. The goal of our 
research is to develop ultrafast spectroscopies that can be used to characterize the 
molecular dynamics of hydrogen bonding in water and aqueous solutions, and reveal how 
these dynamics influence aqueous charge transport and reactivity.  Our work can be 
divided into three areas: (1) studies of hydrogen bonding dynamics in water; (2) studies 
of proton transfer in aqueous acid and base solutions; and (3) development of new optical 
and spectroscopic technology used in these studies. 

Hydrogen Bond Dynamics in Water 
 In order to monitor water’s evolving structure, we employ ultrafast, infrared 
spectroscopy of the OH stretch of a solution of dilute HOD in D2O.  The OH absorption 
lineshape is broad due to the large distribution of hydrogen bonding environments present 
in the liquid, with molecules involved in strong hydrogen bonds absorbing low frequency 
side of the lineshape and molecules in strained or broken hydrogen bonds absorbing at 
the high frequency side.  Our experiments observe the fluctuations of water’s hydrogen 
bonding network by tagging molecules at a particular initial frequency and watching how 
this frequency varies in time.  In previous experiments we characterized the global 
hydrogen-bonding and orientational fluctuations of the liquid. Vibrational echo peak shift 
measurements were used to characterize the OH frequency correlation function, which 
shows an initial 60 fs decay, a 200 fs beat due to hydrogen bond stretching motion, and a 
1.4 ps decay corresponding to hydrogen bonding reorganization. A pump-probe 
anisotropy measurement, which describes HOD reorientation, showed a fast 50 fs decay 
due to intermolecular librations (hindered rotations) followed by diffusive reorientation 
on a 3 ps timescale.  Unfortunately, both of these measurements average over all 
hydrogen bonding configurations and, while able to determine the timescales of the 
rearrangement of the liquid, are unable to shed light on the mechanism by which this 
reorganization occurs. 
 2D IR spectroscopy provides us with the ability to track how different hydrogen 
bonding environments interconvert over time.  A 2D spectrum correlates how a molecule 
excited at an initial frequency evolves to a final frequency after a given waiting time.  By 
varying the waiting time, we can follow how molecules initially in strong or weak 
hydrogen bonds exchange.  For waiting times up to the vibrational lifetime of 700 fs, the 
overall changes to the 2D lineshape describe the loss of frequency correlation of HOD 
molecules.  We have developed a number of metrics that quantify this loss of frequency 
memory in 2D lineshapes. 
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 More interesting are the frequency dependent changes to the lineshape.  If we 
apply our lineshape metrics to the high and low frequency sections of the 2D spectra, 
they show very different results indicating that molecules in strong hydrogen bonds 
experience different fluctuations than molecules in weak hydrogen bonds.  Moreover, the 
2D spectra indicate that molecules in strained or broken hydrogen bonding configurations 
relax to band center on the timescale of librational motions, which strongly suggests 
broken hydrogen bond states do not exist as stable minima on water’s free energy 
surface.  This argues that hydrogen bond switching is a concerted process in which 
broken hydrogen bonds are a configuration visited fleetingly as a water molecule 
reorients from one hydrogen-bonding partner to another. MD simulations of the 
switching event indicate that the free energy surface probed by our experiments projects 
well onto a bifurcation coordinate that describes distance and angular changes between 
the hydrogen bond donor and the initial and final acceptor molecules.   

The fact that hydrogen bond switching is a concerted motion implies that an 
appropriate reaction coordinate for describing the exchange of hydrogen bonding partners 
must involve the collective motion of no less than three water molecules.  To 
experimentally study this mechanism another frequency marker must be introduced to 
directly map the relative motion between multiple water molecules.  Our plans are to 
attempt this by introducing a second isotope label, tritium, and probing the OD and OT 
stretches of a dilute mixture of HOD and HOT in H2O.   

As a first step in this direction, we have characterized the OT stretch of HOT in 
H2O by measuring the infrared spectrum of this isotopic solution.  Comparison of the line 
shape parameters to the OD stretch (HOD in H2O) and OH stretch (HOD in D2O) shows 
an inverse scaling of the linewidth with the square root of the reduced mass.  This 
supports our previous findings that electric field fluctuations properly describe line 
broadening.  We have also performed preliminary pump-probe measurements on the OT 
stretch and found that its vibrational relaxation timescale is 850 fs. This lies between the 
T1 measured for the other isotopologues, and is in agreement with the proposal that the 
OT stretch relaxes via the intramolecular HOT bend. 

In addition, the 2D IR and 3PEPS experiments described above have served as 
new experimental benchmarks that have been used to test the validity of classical models 
of water commonly employed in molecular dynamics simulations. Together with the 
Skinner and Fayer groups, we have compared experimental IR observables to those 
calculated from classical simulation models. The best agreement is given by SPC/E 
water.  In a separate collaborative study with the Berne group, we investigated the role of 
polarizability in water models and found that there is great variability, but polarizability 
appears to be an important component for dynamical agreement.  The best agreement was 
found for the Pol5 water model that includes an out of plane polarizable dipole. 

Recent results from the Skinner group indicate that the OH transition dipole 
moment varies greatly with the local environment, increasing with the strength of the 
hydrogen bond to the proton.  This breakdown of the Condon approximation calls into 
question the conclusions drawn from our 2D IR experiments since they depend on 
transition dipole to the fourth power.  Since the Raman polarizability is relatively 
independent of the local environment of the OH bond, we have used the ratio of the IR 
and Raman lineshapes to estimate the frequency variation of the transition dipole 
moment.  Using a static model we can reproduce the intensity variation of third order 
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echo signals with temperature.  We have also included non-Condon effects in our 
simulation model for water and found that the inclusion of dynamics weakens the effect 
of the variation of the transition dipole moment and does not change the conclusions that 
we have drawn regarding the mechanism of hydrogen bond rearrangements in water.  

Proton Transport in Water 
Recently, we have worked to understand how water dynamics influences the 

transport of hydronium and hydroxide ions.  These ions show anomalously fast diffusion 
in water due to their ability to transfer protons from one water molecule to another.  
However, the exact mechanism by which this occurs is not well understood and the 
solvation structure adopted by these species solution is contested.     

We have made preliminary measurements on solutions of dilute HOD in 
concentrated NaOD:D2O solution. New spectral features indicative of the protonated 
species appear in the vicinity of the OH stretching transition, including a new peak at 
high frequency due to the OH- stretch and a broad shoulder that extends to low frequency 
due to HOD molecules hydrogen bonded to OD- ions. Transient grating measurements 
find that as the NaOD concentration increases, a second vibrational relaxation component 
appears with an extremely fast timescale of ~160 fs.  Peak shift experiments show a 
picosecond offset that grows with NaOD concentration indicating long lived static 
inhomogeneity.  Most interestingly though, is the presence of large off-diagonal intensity 
in the 2D IR lineshape that disappears on the ~160 fs timescale.  A tentative explanation 
for the off-diagonal intensity is that it results from molecules in the process of 
transferring a proton from a HOD molecule to an OD- ion.     

Spectroscopic Methods 
The ability to interpret 2D IR experiments depends critically on a number of 

technical advances that we have implemented over the course of the last year.  For time-
domain detection methods, we have implemented a new method of quickly acquiring 2D 
data by sweeping the stage that sets one of the experimental time delays at constant 
velocity.  The instantaneous stage position is determined via quadrature detection that 
determines the phase of a HeNe beam that co-propagates with the infrared excitation 
pulses. In a different approach that uses frequency domain detection, we have also 
demonstrated a new method that greatly simplifies the acquisition of 2D data by using a 
pump-probe geometry wherein the pump is a collinear pulse pair.  Simultaneous 
collection of the third order response and the interferometric autocorrelation of the pulse 
pair allows for automated phasing of the data as well as rapid acquisition since only a 
single delay stage needs to be scanned.    
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 The Fayer group is addressing an interrelated set of research topics directed toward 
understanding how nanoconfinement, interfaces, and nanoscopic size influence dynamics of 
water and processes, particular proton dynamics, that occur in water.  Nanoscopic water is the 
focus because of its importance in a wide range of chemical and biological processes and 
technological devices relevant to energy applications.  In many systems, water is not found in its 
bulk form.  Our recent work was the first to use ultrafast infrared methods to directly examine 
the dynamics of nanoscopic water, that is, water confine on a length scale of a few 
nanometers.1-4 
 Water can make four hydrogen bonds and forms an extended hydrogen bonding 
network.  The network structure is constantly undergoing global changes on timescales ranging 
from tens of femtoseconds to picoseconds.  Water’s ability to reorganize its hydrogen bonding 
network and thereby solvate charges and other chemical species gives it its unique importance.  
When water is confined on nanoscopic distance scales, its hydrogen bond network dynamics 
change, and these changes influence processes, such as proton transport, that occur in 
nanoscopic water.  To understand the role of nanoconfinement and interfaces on the dynamics 
and properties of water, a variety of materials are being investigated.  These include ionic and 
non-ionic reverse micelles, Nafion a polyelectrolyte fuel cell membrane, and concentrated salt 
solutions.  The research addresses how such physical constraints on systems influence 
chemical and physical processes.  Proton transport is an important focus particularly in fuel cell 
membranes. 
 The experimental methods that are being employed are able to focus directly on the 
dynamics of water and proton (hydronium ion) dynamics.  The IR experiments include ultrafast 
2D-IR vibrational echo spectroscopy and polarization selective IR pump-probe experiments.  
These experiments make measurements on the hydroxyl stretching mode of water.  The 2D-IR 
vibrational echo experiments measure spectral diffusion through the time dependence of the 
2D-IR lineshapes.  Spectral diffusion measures the time evolution of the hydroxyl stretch 
frequencies that evolve as the hydrogen bond network structure changes with time.  The 
polarization selective pump-probe experiments measure the orientational relaxation of water 
and the vibrational population relaxation.  The orientational relaxation provides information on 
the concerted rearrangement of hydrogen bonds, and the population relaxation provides 
information on different local water environments.  UV/Vis experiments including ultrafast pump 
– broadband probe transient absorption and stimulated emission spectroscopy, and time 
dependent fluorescence using time correlated single photon counting, are used to study proton 
dynamics.  In these experiments, a photoacid is electronically excited and injects a proton into 
the systems.  Proton transfer, solvation, solvent separation of contact ion pairs, and proton 
transport are then followed by the associated spectroscopic changes. 
 Nafion (a product of Du Pont) is the most common membrane separator used in polymer 
electrolyte membrane fuel cells due to its chemical and thermal stability and its high proton 
conductivity.  It is a polymer, consisting of a long chain fluorocarbon backbone with pendant, 
sulfonic acid terminated, polyether side chains.  For the first time, we have studied the complex 
environments experienced by water molecules in the hydrophilic channels of Nafion membranes 
using ultrafast infrared pump-probe spectroscopy.7,8  Fig. 1 shows population relaxation decays 
of the OD hydroxyl stretch of HOD in H2O in Nafion nanochannels for three wavelengths taken 
on a λ = 3 sample, that is, 3 water molecules per sulfonate head group.8  The wavelengths are 
on the red edge of the spectrum, on the red side but near the center, and far on the blue side.  
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The solid lines are biexponential fits to the data at each frequency with the time constants fixed 
at τ1 = 3.2 ps and τ2 = 8.6 ps.  Only the relative amplitude of the two components is varied.  

Decays at many other wavelengths were recorded.  All of the 
decays are fit with the same biexponential decay constants but 
have a systematic variation in the amplitudes with the fast 
component approaching an amplitude of 1 on the red side of 
the line and the slow component approaching an amplitude of 
1 on the blue side of the line.  By way of comparison, the OD 
hydroxyl stretch population decay in bulk water is single 
exponential with a decay constant of 1.7 ps.  These results 
demonstrate that water resides in two distinct environments.  
The results suggest that the blue side of the line corresponds 

to the hydroxyl associated with the sulfonate head group while the red side of the line has the 
hydroxyl hydrogen bonded to another water molecule.  Similar results were obtained at other λ 
values.   
 Fig. 2 shows the results of orientational relaxation measurements as a function of λ at 
the center wavelength of each sample with bulk water for comparison.8  The decays in Nafion 
are biexponential with the longest component caused by complete orientational randomization.  

The fast component is the result of restricted orientational 
relaxation that occurs on a time scale fast compared to 
global hydrogen bond network rearrangement.1-4,8  As the 
amount of water in the channels is reduced, the rate of 
orientational relaxation decreases substantially.  Proton 
transfer (see below) is related to the rate of hydrogen bond 
rearrangement.  Proton transfer through Nafion ceases 
below λ = 5. 
 As shown in figs. 1 and 2 and in our studies of 
reverse micelles1-4, nanoconfinement has a profound effect 
on the dynamics of water.  We have begun to investigate 

the influence of nanoconfinement on the very important process of proton transport in Nafion 
and in reverse micelles by directly observing proton transfer in nanoenvironments.14  The basic 
approach for the study of proton transfer and transport dynamics in polyelectrolyte fuel cell 
membranes is the use of photoacids such as 8-hydroxypyrene-1,3,6-trisulfonate (HPTS) and 
related compounds.  The proton dynamics in Nafion are compared to those in AOT reverse 
micelles and bulk water.  HPTS undergoes a dramatic change in its acidity upon electronic 
excitation.  The ground state pKa of HPTS is 7.7, which results in it being primarily protonated in 
neutral water.  Upon photoexcitation the pKa drops approximately 7 units and HPTS rapidly 
transfers a proton to the surrounding water.  The dynamics of proton transfer are dramatically 
affected by the ability of the solvent to reorganize and solvate the ion pair formed in the reaction.  
Since the reaction is reversible, the observed dynamics also depend on the proton mobility, that 
is, ability of the hydronium ion to move away from the resulting anion.  These properties make 
excited state proton transfer a convenient probe for the local water environment and proton 
transport in nanoporous materials.  For Nafion, proton transfer is particularly important because 
it is Nafion’s primary function in fuel cells. 
 Fig. 3 shows the proton transport dynamics in Nafion nanochannels for λ = 5 and bulk 
water.  The fluorescence decays (log plot) are for the protonated state of HPTS.  The short time 
portion of the curve is related to the initial proton transfer and solvent separation following 
optical excitation of the photoacid.13  The long time portion of the decay is determined by proton 
transport, which is diffusive in bulk water.  It is known that in bulk water the decay is a t -3/2 
power law (see fig. 3).  In contrast to proton transfer in bulk water, the decay in the Nafion 
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sample is a t -0.8 power law (see fig.3).  We have made these measurements on Nafion samples 
with a range of λs.  Changing λ changes the amount of 
water in the channels and their size.  We have made the 
same measurements on a range of sizes of AOT reverse 
micelle water nanopools.  In both types of samples, 
except at exceeding low water content, a t -0.8 power law 
is observed.  The important result is that the long time 
behavior for a range of sizes of both AOT and Nafion 
show the 0.8t−  power law.  These results are the first 
measurements of the nanoscopic proton dynamics in 
Nafion fuel cell membranes.  These observations are very 
new.  To date, the seemingly ubiquitous 0.8t−  power law 

found as the signature of proton transport in nanoconfined systems does not have a theoretical 
explanation. 
 A central question concerning reverse micelles, Nafion fuel cell membranes, and other 
nanoconfined systems is the role of charged groups at the interface.  Are the changes in water 
dynamics caused by nanoconfinement or the presence of charges?  We have an initial result 
that will be investigated further that suggests that confinement is important rather than charges 

at the interface.  Figure 4 displays orientational relaxation 
data for AOT and the non-ionic surfactant IgepalCO520 
reverse micelles as well as bulk water for comparison.  
The structures of the surfactants are shown in fig. 4.  
Igepal has an alcohol with polyether chain head group.  
These Igepal reverse micelles are essentially the only 
non-ionic reference micelles that have been well 
characterized using neutron scattering in terms of size, 
shape, and a phase diagram.  The AOT and Igepal 
reverse micelles used in the experiments both have 
spherical water nanopools 4 nm in diameter.  As can be 
seen from the figure, the orientational relaxation decays 

are almost the same.  They are biexponential with both short time components 0.6 ± 0.2 ps, and 
the long time components are 9.6 ± 0.8 and 11.6 ± 1 for AOT and Igepal, respectively.  These 
results strongly suggest that confining the water to 4 nm causes the substantial change in the 
dynamics in spite of the differences in the nature of the interfaces. 
 Understanding the influence of nanoscopic water on proton transfer, particularly in 
polyelectrolyte fuel cell membranes can have direct impact on fuel cell materials.  We are 
continuing and extending our work to other polymer electrolyte fuel cell membranes to exam 
both water dynamics and proton dynamics.  We are expanding our efforts on the investigation of 
water in reverse micelles and other structures such as 2 dimensional confinement.  We are also 
beginning investigations of the influence of ions on water dynamics to understand the role of 
changes at interfaces.  In addition to the experimental methods used to obtain the data 
presented here, we are employing ultrafast 2D-IR vibrational echo spectroscopy that provides 
very detailed observables for the investigation of water dynamics. The net result of our research 
is a greatly increased understanding of the dynamics and properties of nanoscopic water and 
processes in nanoscopic water, which are important for both fundamental and technological 
reasons.   
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The objective of this research effort is to develop a comprehensive understanding of the 

collective phenomena associated with aqueous solvation.  The molecular level details of aqueous 
environments are central in the understanding of important processes such as reaction and 
solvation in a variety of homogeneous and heterogeneous systems.  The fundamental 
understanding of the structural, thermodynamic and spectral properties of these systems is 
relevant to the solvation in aqueous solutions, the structure, reactivity and transport properties of 
clathrate hydrates, in homogeneous catalysis and in atmospheric processes. 

Of particular importance is the ability to account for and understand the origin of the 
energetic stabilization of various hydrogen bonded networks in conjunction with their 
corresponding experimental signatures.  It is therefore desirable to be able to identify the 
energetically most stable networks and relate the underlying molecular structure to experimental 
results, such as the ones obtained from infrared (IR) vibrational spectroscopy.  It has long been 
established that the IR spectra of hydrogen bonded clusters in the 3,000-4,000 cm-1 represent a 
fingerprint of the underlying hydrogen bonding network.  Badger’s rule already provides a 
relationship between intermolecular distances and bond force constants.1  Its application to 
hydrogen bonded systems since its introduction2 has paved the path for establishing the 
structural-spectral correspondence, i.e. the correlation between molecular structure and 
vibrational spectra.  This principle has been previously successfully used for the assignment of 
cluster structures (hydrogen bonding topology) from the experimentally measured IR spectra in 
the intramolecular region of the spectra (3,000-4000 cm-1) with the realization that different 
cluster isomers (and in turn different hydrogen bonding networks) have dissimilar spectral 
signatures.3 

The existing relation between structure and spectra can be extended in order to include an 
additional component that accounts for the energetic stabilization of the underlying network.  
This extension is based upon the observation that the most red-shifted, IR active hydrogen 
bonded OH stretching vibrations for (H2O)n in the cluster regime 2≤n≤21 correspond to localized 
vibrations of donor OH stretches that are connected to neighbors via “strong” (water dimer-like) 
                                                 

1 R. M. Badger, J. Chem. Phys. 2, 128 (1934); R. M. Badger, J. Chem. Phys. 3, 710 (1935).  
2 R. M. Badger and S. H. Bauer, J. Chem. Phys. 5, 839 (1937). 
3 O. M. Cabarcos, C. J. Weinheimer, and J. M. Lisy, S. S. Xantheas, J. Chem. Phys. 110, 5 (1999); H. E. Dorsett 
and R. O. Watts, S. S. Xantheas, J. Phys. Chem. 103, 3351 (1999); J. M. Weber, J. A. Kelley, S. B. Nielsen, P. 
Ayotte, M. A. Johnson, Science 287, 2461 (2000); K. Nauta and R. E. Miller, Science 287, 293 (2000). 
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arrangements of adjacent water molecules and belong to a water molecule that has a “free” (non-
hydrogen bonded) OH stretch.4  This orientational dependence of the nearest neighbor molecules 
that is associated with the most IR active vibrations is the basis of a discrete model that is used 

for the fast screening of hydrogen bonded networks. 
The discrete model that is used to screen the 

various networks is based on the definition of an 
effective pair interaction energy that incorporates 
pair interactions between nearest-, second-, and 
third-neighbors as shown in Figure 1.  Assuming 
that 

! 

"ij  is the pair interaction of nearest-neighbor (n-
n) molecules i and j, 

! 

"i, j+1 is the pair interaction 
between i and the first neighbor of j (

! 

" i) and 

! 

"i+1, j+1 
the pair interaction between the first neighbors of i 
(

! 

" j ) and j (

! 

" i), we define the effective energy, 

! 

Uij

eff , of the (n-n) hydrogen bond between molecules 
i and j as: 

! 

Uij

eff = "ij +
1

2
"i,( j+1)# + "

( i+1)# , j
+ "i,( j+1)$ + "

( i+1)$ , j( ) + "
(i+1)# ,( j+1)$

+ "
( i+1)$ ,( j+1)#( )   (1) 

We applied this discrete model to the screening of the various networks of the 512 
pentagonal dodecahedron (H2O)20 polyhedral water cluster (PWC).  PWCs exhibit a variety of 
features that make them attractive for the theoretical analysis of the properties of hydrogen bonds 
such as the orientational dependence of their relative strength, the dependence of the stability of 
the underlying hydrogen bonding network upon the local structure and the interplay between 
structure and accompanying spectroscopic signatures.  One important feature of PWCs is the 
essential dependence of their properties on the underlying proton orientation pattern.  This 
determines the number of symmetry distinct isomers within a family of PWCs according to the 
Bernal-Fowler ice rules. The number of accessible configurations that obey the Bernal-Fowler 
rules for a fixed O-O lattice grows as 

! 

(3/ 2)
N .  For the 512 PWC the number of non-isomorphic 

(symmetry distinct) configurations in this cluster (again for fixed oxygen positions) is5 30,026. 
 The analysis of the effective pair energies of all 30,026 networks of the 512 PWC suggests 
the preferential energetic stabilization of a class of isomers that have the maximum number of a 
hydrogen bond type with the following characteristics: it corresponds to a trans nearest-neighbor 
orientation and has 1 dangling bond which resides on the donor molecule.  For the pentagonal 
dodecahedron cluster there are 64 isomers of this type.  Further quantitative refinement using 
electronic structure DFT and MP2 calculations of candidates within the lowest class of 64 
isomers, predicted with the discrete model, identifies a new global minimum for the 
dodecahedron family of (H2O)20, which has been previously missed using other sampling 
methods such as basin-hopping Monte Carlo methods. 

                                                 
4 A Lagutschenkov, GS Fanourgakis, G Niedner-Schatteburg and SS Xantheas, J. Chem. Phys. 122, 194310 (2005). 
5 S McDonald, L Ojamäe, and SJ Singer, J. Phys. Chem. 102, 2824 (1998); J-L Kuo, JV Coe, and SJ Singer, J. 

Chem. Phys. 114, 2527 (2001). 

Figure 1. Definition of the effective pair interaction 
hydrogen bond energy, 

! 

Uij

eff , between fragments i 

and j on the surface of a PWC. 
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The implications of this scheme for the analysis of the structural patterns in other PWCs such 
as H3O+(H2O)20 as well as in liquid water in conjunction with recent IR spectra will be also 
discussed. 
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Program Scope 

The objective of this program is to examine physiochemical phenomena occurring at the surface and 
within the bulk of ices, oxides, and amorphous materials. The microscopic details of physisorption, 
chemisorption, and reactivity of these materials are important to unravel the kinetics and dynamic 
mechanisms involved in heterogeneous (i.e., gas/liquid) processes. This fundamental research is relevant 
to solvation and liquid solutions, glasses and deeply supercooled liquids, heterogeneous catalysis, 
environmental chemistry, and astrochemistry. Our research provides a quantitative understanding of 
elementary kinetic processes in these complex systems. For example, the reactivity and solvation of polar 
molecules on ice surfaces play an important role in complicated reaction processes that occur in the 
environment. These same molecular processes are germane to understanding dissolution, precipitation, 
and crystallization kinetics in multiphase, multicomponent, complex systems. Amorphous solid water 
(ASW) is of special importance for many reasons, including the open question over its applicability as a 
model for liquid water, and fundamental interest in the properties of glassy materials. In addition to the 
properties of ASW itself, understanding the intermolecular interactions between ASW and an adsorbate is 
important in such diverse areas as solvation in aqueous solutions, cryobiology, and desorption phenomena 
in cometary and interstellar ices. Metal oxides are often used as catalysts or as supports for catalysts, 
making the interaction of adsorbates with their surfaces of much interest. Additionally, oxide interfaces 
are important in the subsurface environment; specifically, molecular-level interactions at mineral surfaces 
are responsible for the transport and reactivity of subsurface contaminants. Thus, detailed molecular-level 
studies are germane to DOE programs in environmental restoration, waste processing, and contaminant 
fate and transport.  

Our approach is to use molecular beams to synthesize “chemically tailored” nanoscale films as model 
systems to study ices, amorphous materials, supercooled liquids, and metal oxides. In addition to their 
utility as a synthetic tool, molecular beams are ideally suited for investigating the heterogeneous chemical 
properties of these novel films. Modulated molecular beam techniques enable us to determine the 
adsorption, diffusion, sequestration, reaction, and desorption kinetics in real-time. In support of the 
experimental studies, kinetic modeling and Monte Carlo simulation techniques are used to analyze and 
interpret the experimental data.  

Recent Progress and Future Directions 

Deeply Supercooled Binary Liquid Solutions from Nanoscale Amorphous Films  Supercooled liquids 
are thermodynamically metastable which makes studies of this fundamentally important regime difficult.  
One challenge in the study of the physiochemical properties of liquid in a supercooled state is the 
difficulty in preventing crystallization. We have recently demonstrated an alternate approach to create and 
study these elusive liquids which we call “beakers without walls.”  Through the use of use of molecular 
beams and nanoscale amorphous solid films we are able to produce deeply supercooled liquid solutions 
and study their transport properties.  Our approach is to heat an amorphous solid above its glass transition 
temperature, Tg, where upon it transforms into a supercooled liquid prior to crystallization.  

42



  

For pure substances these supercooled liquids rapidly freeze into the thermodynamically stable crystalline 
solids. The FTIR spectra show that pure species rapidly crystallize whereas crystallization is inhibited in 
the mixtures.  However, a compositionally tailored nanoscale film (20 nm thick) comprised of methanol 
deposited on top of ethanol undergoes extensive diffusive intermixing upon heating above the glass 
transition.  This intermixing produces a deeply supercooled binary solution that resists crystallization. The 
diffusion coefficient in this mixture is 107 times smaller than that room temperature solution.  Hence, a 
1 cm thick sample would require over a million years to mix!  Furthermore, this supercooled solution is 
“ideal” and the desorption from this solution is perfectly described by a kinetic model based on Raoult’s 
Law.  The lifetime of the supercooled liquid is limited by the thermodynamic drive to form the lower free 
energy crystalline phase.  By making the films thicker we can extend the time the system spends in the 
metastable region.  This enables us to “watch” the metastable liquid phase separate into the equilibrium 
components dictated by the binary liquid-solid phase diagram.  Attendant with precipitation of crystalline 
methanol the films undergo a dewetting transition.  Future studies will explore the binary solutions where 
one of the components is water.  

Wetting and Non-Wetting Adsorption of Water on Surfaces  In collaboration with Greg Kimmel and 
Nikolay Petrik we have investigated the growth of crystalline ice (CI) and ASW films on Pt(111) and 
Pd(111) using rare gas physisorption.  It is well-known that the water monolayer wets both of these 
metals and it was widely-believed that these substrates were good templates for the epitaxial growth of 
crystalline ice films.  Our studies confirm that the water monolayer wets both substrates at all 
temperatures investigated (20-155 K) and that ASW films deposited below ~125 K also wet the water 
monolayer.  Surprisingly, crystalline ice films grown at higher temperatures (T>135 K) do not wet the 
water monolayer!   Furthermore, the wetting ASW films dewet exposing the underlying water monolayer 
as they transform to CI upon heating.  These findings demonstrate that the water monolayer on both 
Pt(111) and Pd(111) is hydrophobic with respect to the growth of CI. 

The structure of the water monolayer on these metals is key to understanding the observed 
hydrophobicity.   For both Pt(111) and Pd(111) recent experiments and theory indicate that all water 
molecules in the first monolayer interact significantly with the metal substrate.  The water molecules form 
a nearly-planar, hexagonal array with each molecule hydrogen-bonded to three other water molecules in 
the array.  In this array half the water molecules bind to the underlying metal through the oxygen lone pair 
and the other half have a hydrogen atom point toward the metal.  Therefore, each water molecule in the 
monolayer forms four bonds, leaving no dangling OH groups or lone pair electrons protruding into the 
vaccum.  Since this fully-coordinated water monolayer has no additional attachment points it is 
hydrophobic to additional water growth. Ongoing studies are exploring  water adsorption on C(0001) and 
FeO(111) surfaces.  On both these substrates ASW grows approximately layer-by-layer but crystalline ice 
growth exhibits non-wetting behavior.  Future experiments will employ FTIR to understand the detailed 
nature of the water-substrate interface on Pt(111), Pd(111), Cu(111), FeO(111), and C(0001).   

Synthesis, Characterization, and Reactivity of Nanoporous Thin Films  Highly nanoporous materials 
can have useful applications in a variety of areas including catalysis and chemical sensors.  The 
fundamental interaction of gases and fluids with these nanoporous films will determine the performance 
characteristics of such devices.  Understanding these interactions is therefore essential for the rational 
design and synthesis of materials for particular applications.  We have previously shown that morphology 
of vapor deposited ASW films is strongly dependent on the incident growth angle.  A simple physical 
mechanism, ballistic deposition, can be used to understand the dependence of morphology on the growth 
angle.  The basic premise of ballistic deposition is that molecules incident from the gas phase stick at the 
first site they encounter at the surface of the solid without subsequent diffusion.  Ballistic deposition at or 
near normal incidence results in rough surfaces due to the stochastic nature of the deposition process.  At 
grazing incidence, deposition can not occur in regions behind high points on the surface due to simple 
shadowing, resulting in the formation of columnar, porous materials.  Previously, we developed a reactive 
variant of this technique, reactive ballistic deposition (RBD), to grow compositionally and structurally 
tailored nanoporous MgO films with extremely high porosities and surface areas.   
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Recently we have synthesized nanoporous, high-surface area films of TiO2 by RBD of titanium metal in 
an oxygen ambient. These films consist of arrays of highly oriented, predominantly independent, 
columnar filaments tethered to the underlying substrate.  Auger electron spectroscopy (AES) is used to 
investigate the stoichiometric dependence of the films on growth conditions (surface temperature and 
partial pressure of oxygen). Scanning and transmission electron microscopies show that the films consist 
of arrays of separated filaments. The surface area and the distribution of binding site energies of the films 
are measured as functions of growth temperature, deposition angle, and annealing conditions using 
temperature programmed desorption (TPD) of N2. TiO2 films deposited at 50 K at 70 degrees from 
substrate normal display the greatest specific surface area of ~100 m2/g. In addition, the films retain 
greater than 70% of their original surface area after annealing to 600 K. The combination of high surface 
area and thermal stability suggests that these films could serve as supports for applications in 
heterogeneous catalysis. 

Nanoporous Pd films were also synthesized using ballistic deposition techniques.  The surface area of Pd 
films was found to depend dramatically on the Pd dosing angle and annealing temperature.  Pd films 
grown at 22 K with a 85° deposition angle exhibit the highest surface area of 120 m2/g. Ex situ SEM 
imaging reveals that these films consist of a tilted array of nanocrystalline filaments.  The annealing 
studies show that the films densify upon annealing and lose approximately 50% of their surface area by 
300 K and are almost completely dense by 500 K. Pd deposition at elevated temperatures (<300 K) 
produces denser Pd films compared to those grown at 22 K.   

The interaction of gases and fluids with these nanoscale films forms the basis for a variety of the useful 
applications of porous materials.  For example, the rates of uptake, sequestration, reaction, and release of 
gases in these materials often determines their performance characteristics in devices such as catalysts and 
chemical sensors. The adsorption and desorption kinetics of N2 on porous ASW films were studied using 
molecular beam techniques, temperature programmed desorption (TPD), and reflection-absorption 
infrared spectroscopy (RAIRS).  The ASW films were grown on Pt(111) at 23 K by ballistic deposition 
from a collimated H2O beam at various incident angles to control the film porosity.  The experimental 
results show that the N2 condensation coefficient is essentially unity until near saturation, independent of 
the ASW film thickness indicating that N2 transport within the porous films is rapid.  The TPD results 
show that the desorption of a fixed dose of N2 shifts to higher temperature with ASW film thickness.  
Kinetic analysis of the TPD spectra shows that a film thickness rescaling of the coverage dependent 
activation energy curve results in a single master curve.  Simulation of the TPD spectra using this master 
curve results in a quantitative fit to the experiments over a wide range of ASW thicknesses (up to 
1000 layers, ~0.5 μm).  The success of the rescaling model indicates that N2 transport within the porous 
film is rapid enough to maintain a uniform distribution throughout the film on a time scale faster than 
desorption.   

Future studies will focus on examining the chemical reactivity of nanoporous films.  Specifically, the 
catalytic activity of nanoporous TiO2 and Pd films will be studied and compared to baseline reactivity 
studies on single crystal TiO2(110) and Pd(111).   
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I.  Overview 
 Our program exploits size-selected clusters as model systems through which to 
express molecular-level aspects of radiation chemistry.  As such, these studies involve 
synthesis and characterization of neat water clusters in all charge states in addition to  
mixed complexes involving anionic and cationic solute ions as well as neutrals.  The 
signature of our approach is that we focus on generating relatively complex systems 
(containing up to 20 molecules or so) close to their minimum energy structures, which we 
then characterize using a combination of theory and experiment.  Most recent activity has 
been directed toward understanding the correlation between the vibrational band patterns 
observed in the 600 – 4400 cm-1 range and the electron binding energies of cluster anions 
determined through photoelectron spectroscopy.  The vibrational spectra are taken in a 
linear action mode which facilitates theoretical analysis.  In effect, we extend the mature 
tools refined in the study of polyatomic molecular photophysics to a more complex 
regime where H-bonded networks respond cooperatively to accommodate a solute.  In 
our first four years under DOE support, we have concentrated our effort on understanding 
how an excess electron is attached to water clusters in order to define how different 
binding motifs are manifested in their spectral signatures.  We are now extending this 
work to include the nascent cationic species present in the early stages of radiation 
damage as well as the speciation of reactive transients created in radiolysis such as the 
hydrated oxygen anion, O-.  
II. Summary of results 
IIA. Local binding motifs and electron binding energies of water cluster anions 
 There has been much recent activity in the literature regarding the physical origin 
of the various classes of electron binding energies that have been reported for the 
negatively charged water cluster anions, (H2O)n

-.  These classes divide into three widely-
spaced groups as indicated in the top graph in Fig. 1, and are denoted I, II and III in 
decreasing order of vertical electron detachment energy (VDE).  One rationalization for 
this behavior, advanced by the Neumark group and supported by Coe and Bowen, is that 
these differ according to whether the electron is accommodated on the surface (II and III) 
or the interior of the cluster (I), a conjecture that has been challenged by Rossky on the 
basis of theoretical simulations.  In earlier work, we have already established the 
importance of a local binding motif at play in the strongly bound, type I clusters, in which 
a single water molecule, attached to the network in a double H-bond acceptor 
arrangement, mediates the interaction with the excess electron.(4,7)  In fact, the 
vibrational spectra of the small (n = 3-6) clusters are dominated by the displacements of 
this special water molecule, and it yields a unique spectral feature in the bending region 

46



10 20 30 40 50 60 70 80 90 100
0.0   

0.2   

0.4   

0.6   

0.8   

1.0   

1.2   

1.4   

1.6   

1.8   

2.0   

2.2   

2.4   

El
ec

tro
n 

Bi
nd

in
g 

En
er

gy
 (e

V)

Water Cluster Size, n

that is well displaced from those of the growing 
neutral network involving water molecules 
removed from the binding site.   
 The next challenge in our analysis of the 
cluster structures through vibrational 
spectroscopy involved adapting a 
photochemical population modulation scheme 
to isolate the vibrational signatures of the 
clusters belonging to classes I and II.  This was 
accomplished for clusters in the size range n = 
6-8, where the bending spectra of the type I and 
II forms are compared in the lower panel (B) of 
Fig. 1.(13,14)  Most importantly, none of the 
lower binding type II forms display the telltale 
feature indicating electron binding to the AA 
water molecule, while all of the type I forms do 
possess this feature.  Thus, in the size range 
where the type I and II forms are becoming 
increasingly differentiated into their asymptotic 
classes, they clearly display distinct local 
binding motifs. While not ruling out the 
surface/internal hypothesis for their behavior at 
larger sizes, the vibrational spectra raise the 
alternative scenario that they differ by their 
local electron binding motifs in the overall 
context of surface states.  
 Theoretical analysis of the bending 
spectra of the type II forms has been carried out 
and indicates that these more weakly bound 
forms attach the excess electron primarily to a 
single H-atom associated with a water molecule 
in an AAD H-bonding environment. This H-
atom then accounts for the dominant transition in the bending vibrational spectrum.   

We have recently completed a detailed experimental/theoretical study of the 
heptamer anion which has shown that there are at least two isomers in the type I class 
observed experimentally, which interconvert as one varies the number of attached Ar 
atoms.(14)  In addition, we discovered a new class for this species which has an 
appreciably larger VDE than that observed previously. An interesting conclusion from 
this study is that the overall VDE is surprisingly strongly correlated with the net electric 
dipole moment of the associated neutral water nework, independent of local motif.  
Another particularly important result of this analysis is that the cluster anions observed in 
free jet experiments are likely not the most stable forms, as there are lower energy 
isomers that are calculated to occur with structures more like those of the neutral clusters.  
IIB. Temperature control of the bare clusters 
 One of the key uncertainties in the first generation of cluster ion experiments is 
that the internal energies and/or temperatures of the ion ensembles are not well 

Fig. 1. (A) Vertical detachment energies 
(VDEs) of the (H2O)n

- clusters obtained 
from photoelectron spectroscopy, and (B) 
the vibrational spectra of the type I and II 
isomers of the n = 6-8 clusters selectively 
recorded through two-laser photochemical 
population labeling. Note that the 
characteristic feature indicating electron 
binding in the AA motif is missing in the 
type II forms.  
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characterized.  Thus, the rare-gas “tagging” 
experiments are thought to quench the clusters close 
to their vibrational zero-point structures, but it is 
difficult to follow how the structures change as the 
internal energy is systematically increased.  In the 
past year, we have made substantial strides in 
improving this situation by engaging a collaborative 
effort with Neumark at Berkeley and the Meijer group 
in Berlin, where we carried out similar vibrational 
spectroscopic studies as those performed at Yale, but 
with the use of a temperature controlled ion trap.  This involved interfacing our ion 
source to a 22-pole radiofrequency trap cooled to 20 K.  The first experiments explored 
the evolution of the characteristic “AA” transition in the HOH intramolecular bending 
region as a function of cluster size from n = 15-50.(1,12) 
 
IIC. Application of the Drude model to probe new electron binding motifs in larger, 

three dimensional networks 
 Interpretation of the spectral patterns displayed by the (H2O)n

- isomers in the 
context of structures has been accomplished through a combination of model potential 
and traditional electronic structure calculations.  Specifically, Monte Carlo simulations 
using the Drude model, developed in the Pittsburgh group, have been used to characterize 
the structural motifs present as a function of temperature, and the vibrational spectra of 
low-energy isomers thus identified have been calculated using ab initio methods.  This 
strategy has proven especially valuable for identifying the observed anions of the water 
heptamer, (H2O)7

-.  The Drude model calculations have also revealed the existence of a 
new binding motif, illustrated in Fig. 2, in which 
the excess electron is bound primarily by the 
dispersion/polarization contribution (as opposed 
to the long range electric dipole moment evident 
in the observed structures like that of the 
tetramer).  These studies have also discovered that 
the (H2O)6

- and (H2O)7
- clusters should have 

several isomers that weakly bind the excess 
electron and yet are more stable than the observed 
AA species.(10,11)  
 
III. Future plans 
 From the experimental perspective, the 
scope of our DOE-supported activities has 
increased dramatically in the past year as we have 
completed construction of a new apparatus 
dedicated to this project. Not only does this enable 
us to carry out measurements without the delays 
caused by instrument sharing (typically with 
projects funded by NSF and AFOSR), but we 
have also built the DOE apparatus with unique 

Fig. 2.  Example of a cluster for 
which binding of the excess 
electron is dominated by 
polarization and dispersion 

Fig. 3. Top: photoelectron images 
corresponding to (left) direct and (right) 
vibrationally mediated photodetachment. 
Bottom: Dispersed photoelectron spectra 
obtained by BASEX [Rev. Sci. Instr. 73, 
2634 (2002).] reconstruction of images 
obtained as a laser is scanned through the 
OH stretch vibrational resonances.  
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capabilities that expand the range of cluster properties that can be studied.  Most 
important among these is the implementation of photoelectron imaging to measure the 
energy and angular distributions of ejected electrons.  We have already interfaced this 
with our infrared laser spectrometers to efficiently disperse detached electrons arising 
from excitation of vibrational resonances, as illustrated in Fig. 3.  Our next objective for 
this combined IR/photoelectron scheme is to locate barriers for interconversion between 
the various binding energy classes by following the evolution of particular isomers 
injected with a precisely determined internal energy content through excitation of specific 
vibrational resonances.  Parallel theoretical studies will be crucial to unravel the high 
expected data yield from this next generation of cluster anion experiments.  
 
IV. References for papers published under DOE support 
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Program Scope
This is a comprehensive program to study the properties of electrons at molecule/metal interfaces on the
femtosecond timescale and the nanometer lengthscale. We examine a broad variety of systems (examples
include atomic adsorbates, polymer oligomers, and model solvents) and phenomena (electron solvation and
localization, the band structure of interfaces, and the electronic coupling of adsorbates to a metal substrate)
with both experiment and theory.

Our primary experimental technique is angle-resolved two-photon photoemission (2PPE). Briefly, a fem-
tosecond laser pulse excites electrons from the valence band of a Ag(111) substrate to the interface with an
adsorbed molecular film (typically 1–3 monolayers thick). Some delay time later,∆t, a second laser pulse
photoemits the electron, sending it to a time-of-flight detector. From the kinetic energy of the electron and
the photon energy of the probe pulse, we can deduce the binding energy of the electronic state. The wave-
length dependence of the photoemission spectrum tells whether the state is initially occupied, unoccupied,
or a final state resonance.

This technique also gives us access to a wealth of information about the electron’s dynamics. The kinetics
of population decay and dynamical energy shifts (two-dimensional electron solvation) are determined with
< 35 meV energy resolution and∼ 100 fs time resolution. An additional experimental degree of freedom is
the angle between the surface normal and the detector. Only electrons with a specific amount of momentum
parallel to the surface will reach the detector. The energy versus parallel momentum (the dispersion) gives
the effective mass of the electron,m∗. For localized electrons (m∗� 1) the amplitude of the signal versus
parallel momentum can give an estimate of the spatial extent of localization in two dimensions.

Two-photon photoemission accesses both electronic states of the molecular film, such as the highest oc-
cupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO), as well as states
intrinsic to the surface. Image-potential states (IPS) are an important example of the latter. The IPS electrons
are bound a few angstroms from the metal surface, making them sensitive probes of the electronic structure
and dynamics of monolayer adsorbate films. Any changes in IPS energies directly reflect the behavior of the
thin film itself. Additionally, interactions with surface disorder or with the dynamic motions of adsorbates
can localize the electron in the plane of the surface.

Recent Progress
Morphology-dependent Photo-conductivity of Organic Semiconductors: Photoconductivity in organic
semiconductors has garnered considerable research attention in the search for sustainable energy sources. In
particular, the factors for consideration in optimizing these devices, which include the efficiency of photo-
generation and the carrier dynamics at an interface, merit a close investigation of the physical chemistry at
the interface. Using 2PPE, we have probed the dynamics of charge carriers at the interface of Ag(111) and
PTCDA, a widely-studied planar aromatic hydrocarbon. By varying the morphology of the surface, we have
quantitatively examined the role of crystallinity or structural disorder in affecting the carrier dynamics and
electronic structure at an interface. High substrate temperatures (> 400 K) cause the growth of a wetting
layer with islands, and the exposed wetting layer inhibited the evolution of the vacuum level and valence
band to bulk PTCDA values. In the layer-by-layer growth of low substrate temperatures, we observe the
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transition of molecular state energies from monolayer to bulk values. Effective masses of the conduction
band and then = 1 image potential state varied from 2.1me and 1.4me, resp., in disordered PTCDA layers
to 0.5me and 1.1me in the most crystalline layers. Decay constants were obtained for electrons excited into
the conduction band and into image potential states at different layer thicknesses and morphologies. Decay
constants for the LUMO in crystalline systems were mediated by electron transfer back to the surface and
were on the order of 100 fs, whereas layer-by-layer amorphous growth resulted in exponential decays with
time constants of picoseconds present in films thicker than∼ 7 monolayers.

Thiophene: Another series of promising candidates for organic devices are thiophene-based oligomers
and polymers. Via angle-resolved 2PPE, we are investigating the unoccupied states and their effective
masses of the monomer thiophene unit at the Ag(111) interface. We have discovered a change in electronic
structure based on a temperature-dependent phase transition of the surface monolayer, which is relevant to
understanding the optimization of thiophene electronic behavior. In addition, we are able to collect LEED
data and therefore structural information about the two phases, which enables us to correlate the electronic
structure with changes in the crystallinity. Further work is underway to determine the unit cell and to
identify all the electronic structure present in 2PPE data. Future work will scale the thiophene systems to
longer oligomer units, to map the trends in electronic and interfacial structure in the transition from oligomer
to polymer.

DMSO: In electrochemically relevant systems, interfacial capacitance affects electrochemical signal collec-
tion and heterogeneous charge transfer. At noble metal electrodes, dimethyl sulfoxide (DMSO), a common
electrochemical solvent, exhibits uncharacteristically low interfacial capacitance of 7–10µF/cm2 over a 1.5
V range which includes the potential of zero charge. This stands in contrast to similar, polar, high-dielectric
constant electrochemical solvents, e.g., 50µF/cm2 for acetonitrile under identical experimental conditions.
Si and Gewirth have proposed that hindered rotation of the DMSO dipole at the surface lowers its interfacial
capacitance and reduces the response of interfacial DMSO to changes in potential[5]. We directly tested this
hypothesis with 2PPE by modelling the injected electron as a planar charge outside a capacitive layer. We
measured a much weaker solvation response in a monolayer than multilayer coverages, which we attribute
to hindered dipole rotation in the monolayer. The solvation responses are then interpreted as a comparison
of the dielectric response of the monolayer with those of various multilayer coverages.

Mg : In addition to studying organic molecules adsorbed to the surface, we are extending our technique
to study the evolution of the IPS in bimetallic systems. Previous work in this area has been performed by
Osgood et al.[2] studying the IPS as a function of both Ag and Ni adsorbing onto Pt(111). All three of these
metals have a bandgap in the surface normal direction which prevents IPS electrons from entering the metal
on the time scale of 10–30 fs. Our study seeks to investigate the evolution of the IPS as the surface band
gap is eroded. Magnesium is a bivalent hexagonal metal with the unique property of having its surface band
gap occur 1.6 eV below the Fermi level and no experimentally observed image potential state. Experimental
results indicate that by∼ 4 ML of Mg on the Ag(111) surface, the image potential state has broadened
so significantly in energy (presumably due to decreasing lifetimes) that it is no longer spectroscopically
visible. Further experiments and electronic structure calculations are underway to determine how the IPS
can be extinguished by a metallic layer with a thickness much smaller than the mean free path length of an
electron. We are also seeking to determine in the sub 4 ML regime whether the electron resides within the
magnesium overlayer or outside the layer in the vacuum.

Continuing and Future work
Titanyl Phthalocyanine: Phthalocyanines have recently drawn attention as thermally stable metalated-
organic semiconductors with n-type conductivity under vacuum conditions. Interchanging metal centers on
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phthalocyanine derivatives affects the conductivity, spin properties, and dipole moments of phthalocyanines.
In addition, the electron donating/withdrawing properties of different ligand substituents on phthalocyanine
derivatives have been shown both to shift the valence band levels and to control the majority carrier type
of phthalocyanine derivatives. The electron donating/withdrawing groups alter the charge density in the
π-conjugated backbone, which has been qualitatively modeled as a localized charge acting as a majority
charge carrier via a hopping mechanism. We are beginning experiments to probe the localization of both
injected electrons and excitons at the TiOPc/Ag(111) interface using a combination of angle resolved 2PPE
and quantum chemical calculations. We plan to study the localized mobile charge picture by probing the
localization of electrons at the interface. We will also be able to study interband relaxation through the
several closely spaced states collectively known as the Q-band using 2PPE. Later studies will focus on the
role of metal centers at the metal/metalated organic interface.

MgO : In conjunction with our current investigation of the Mg/Ag(111) interface, we propose to study
the MgO/Ag(111) surface using 2PPE in combination with LEED. Interest in the MgO(111) surface has
developed recently due to its properties of catalytic activity as well as its highly polar nature. The MgO(111)
surface should be an ionic surface terminated by either anionic oxygens or cationic magnesiums. As a result
of the high surface energy associated with a plane of charges, the (111) surface has only been proposed
to be the ground state for nanoparticles or in ultrathin films stabilized by charge transfer from a metal.
Previous studies have disagreed on the nature of the interface. Kiguchi et al., using RHEED and Auger
spectroscopy, have proposed that the interfacial ground state structure is the MgO(111)/Ag(111) surface[4],
while theoretical results predict a graphene-like hexagonal structure[1]. Using LEED, we should be able to
experimentally distinguish between the two surfaces, and using 2PPE we will be able to directly characterize
the electronic structure of this unique surface.

Ionic Liquids : Room-temperature ionic liquids (RTIL’s) are a relatively new class of potentially useful
compounds for synthesis and electrochemistry. An array of physical investigations is stimulated by these
highly unusual solutions composed completely of ions. The solvation behavior of RTIL’s has been stud-
ied by multiple groups in bulk solution, and controversy remains over the nature of solvation at ultrafast
timescales[3, 6]. Energy relaxation of the image potential state in RTIL ultrathin films is currently be-
ing investigated to elucidate solvation behavior. The unique opportunity to study interfacial dynamics of a
solid/liquid interface with UHV techniques provides additional motivation.
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Program Scope 

The objectives of this program are to investigate 1) the non-thermal reactions at surfaces and interfaces, 
and 2) the structure of thin adsorbate films and how this influences the thermal and non-thermal 
chemistry. The fundamental mechanisms of radiation damage to molecules in the condensed phase are of 
considerable interest to a number of scientific fields ranging from radiation biology to astrophysics. In 
nuclear reactor design, waste processing, radiation therapy, and many other situations, the non-thermal 
reactions in aqueous systems are of particular interest. Since the interaction of high-energy radiation 
(gamma-rays, alpha particles, etc.) with water produces copious amounts of low-energy secondary 
electrons, the subsequent reactions of these low-energy electrons are particularly important. The general 
mechanisms of electron-driven processes in homogeneous, dilute aqueous systems have been 
characterized in research over the last several decades. More recently, the structure of condensed water 
and its interactions with electrons, photons, and ions have been extensively studied and a variety of non-
thermal reaction mechanisms identified. However, the complexity of the electron-driven processes, which 
occur over multiple length and time scales, has made it difficult to develop a detailed molecular-level 
understanding of the relevant physical and chemical processes.  
 
We are focusing on low-energy, electron-stimulated reactions in thin water films. Our approach is to use a 
molecular beam dosing system to create precisely controlled thin films of amorphous solid water (ASW) 
and crystalline ice (CI). Using isotopically layered films of D2O, H2

16O and H2
18O allows us to explore 

the spatial relationship between where the incident electrons deposit energy and where the electron-
stimulated reactions subsequently occur within the films. Furthermore, working with thin films allows us 
to explore the role of the substrate in the various electron-stimulated reactions. 

Recent Progress: 

Hydrogen bonding, H/D exchange and molecular mobility in thin water films on TiO2(110) 
The interaction of water with TiO2 has technological implications for a variety of areas ranging from 
photocatalysis to self-cleaning surfaces. Scientifically, water on rutile TiO2(110) is widely considered to 
be an important “benchmark” system for metal oxides. Thus, the interactions of water with TiO2(110) for 
coverages, θ, of 1 monolayer (ML) and less have been extensively studied. However, understanding the 
water structure for θ > 1 ML is important since the corrugated structure of TiO2(110) and the strong 
binding of the first water ML are both likely to influence the structural transition to bulk water further 
from the surface, and thus the chemistry of aqueous/TiO2(110) interfaces.  

We have used the electron-stimulated desorption (ESD) of water from films of D2O, H2
16O and 

H2
18O to investigate hydrogen bonding, H/D exchange and molecular mixing between water adsorbed in 

the first monolayer (H2OTi, see Fig. 1) and water in the second monolayer (H2OBBO) on TiO2(110) for θ  ≤ 
2 ML. By depositing H2OTi at 190 K using one water isotope and H2OBBO at ≤ 70 K using a different 
isotope, films with no appreciable mixing isotopes between layers can be prepared. When H2OBBO is 
deposited at T > 70 K, partial or complete mixing with H2OTi occurs depending on the temperature and 
time. H/D exchange between H2OTi and H2OBBO occurs at ~15 K lower temperatures than H2

16O/H2
18O 

exchange. Isothermal experiments demonstrate that the mixing occurs with a distribution of activation 
energies centered on 0.29 ± 0.07 eV (0.26 ± 0.07 eV) for H2

16O/H2
18O (H/D) exchange. Thus in contrast 
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to MD simulations, the results show that H2OTi rapidly exchanges with H2OBBO at temperatures well 
below 300 K. The results also demonstrate that H2OBBO is hydrogen bonded to H2OTi. Since the lateral 
distance (0.325 nm) for atop adsorption at these sites is too large for hydrogen bonding, one (or both) of 
the adsorbates must be displaced laterally toward the other in agreement with theoretical predictions. 

Figure 1 shows the H2
18O ESD yields versus 

time for several H2
18O-H2

16O films with θ = 2 ML. The 
surface was first exposed to 6.5 × 1014 molecules/cm2 of 
either H2

16O or H2
18O at 190 K (where the thermal 

H2OBBO desorption rate is large) to produce a saturation 
coverage of H2OTi without any H2OBBO. Next, 1 ML was 
deposited at either 50 K or 150 K using the other water 
isotope, and the films were irradiated with electrons at 50 
K. For H2

18OBBO deposited at 50 K, the H2
18O ESD yield 

was initially high and then decreased with increasing 
time (Fig. 1, black line). For H2

16OBBO deposited at 50 K, 
the H2

18O ESD was initially small, but increased with 
time (Fig. 1, blue line). For H2

18OBBO or H2
16OBBO 

deposited at 150 K, the ESD yields were almost 
independent of the ordering of the isotopes and 
intermediate in magnitude (Fig. 1, green and red lines). 
 The results in Fig. 1 show that the H2

18O ESD 
yield is sensitive to the order in which the H2

18O and 
H2

16O are deposited, and depends on the H2OBBO 
deposition temperature. The changes in the ESD yields 
versus time in Fig. 1 are due to electron-stimulated processes in the water films. However, the results in 
Fig. 1 also show that the initial ESD yields can be used to probe the water structure prior to irradiation. 
The substantial difference in the ESD yield when the H2OBBO was deposited at 50 K arises for three 
reasons: First for isotopically pure water films, the ESD yield for θ = 2 ML is 4.5 times greater than for θ 
= 1 ML. Second, for 1 < θ  ≤ 2 ML energy transfer from H2OTi to H2OBBO also enhances the H2OBBO ESD 
signal. Third, there is little or no molecular exchange between water in the first and second layers at 50 K. 
In contrast, substantial mixing occurs at 150 K and the ESD yield is nearly independent of the order in 
which the isotopes were deposited. 

Fig. 1. H2
18O ESD versus time from 2 ML water 

films of H2
16O and H2

18O on TiO2(110). Films 
deposited at 150 K are mixed, while films deposited 
at 50 K are “layered”. 

Fig. 2. Water ESD versus the temperature at 
which the second layer was deposited. 

 Figure 2 shows the initial integrated water ESD 
yields from isotopically labeled films using combinations of 
H2

16O, H2
18O and D2

16O versus the H2OBBO deposition 
temperature, Tdep. For H2

18O-H2
16O films with θ = 2 ML, the 

H2
18O ESD yield is small (large) for Tdep < 90 K when H2

16O 
(H2

18O) is deposited second, and monotonically increases 
(decreases) at higher temperatures (Fig. 2, circles). For these 
experiments, the midpoint of the transition from unmixed to 
mixed is at 112 ± 3 K. 

For D2O-H2O films with θ = 2 ML, the D2O ESD 
yields versus Tdep (Fig. 2, triangles) are similar to the H2O16-
H2

18O films, except the H/D exchange occurs at lower 
temperature (midpoint = 95 ± 2 K). We also measured the 
D2

18O ESD from D2
16O-H2

18O films (Fig. 2, squares) which 
permits measurement of H/D and molecular exchange in the 
same experiment. For Tdep ≤ 70 K, very little mixing occurs 
and the D2

18O ESD yield is small for both H2
18OTi-D2

16OBBO 
(Fig. 2, solid squares), and D2

16OTi-H2
18OBBO (Fig. 2, open 
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squares). For 70 K < Tdep < 90 K, H/D exchange is significant while molecular mixing is slow. Therefore 
when H2

18O is deposited second, H/D exchange leads to the formation D2
18O in the second layer and the 

signal increases (Fig. 2, open squares). Above 90 K, molecular exchange turns on and the concentration 
of 18O in the second layer decreases, leading to a maximum in the D2

18O ESD yield at 100 K. In contrast 
when D2

16O is deposited second, H/D exchange does not lead to an appreciable increase in the D2
18O ESD 

signal for Tdep < 90 K because those molecules are formed in the first layer where the ESD yield is low 
(Fig. 2, solid squares). Above 90 K, molecular exchange increases the 18O (and D2

18O) concentration in 
the second layer causing the D2

18O ESD yield to increase. The observed H/D exchange (Fig. 2) indicates 
water adsorbed on the Ti4+ rows is hydrogen-bonded to water adsorbed “on” the BBO rows. 

 
Wetting and Non-Wetting Adsorption of Water on Surfaces   
In collaboration with Bruce D. Kay and Zdenek Dohnálek we have investigated the growth of crystalline 
ice (CI) and ASW films on Pt(111) and Pd(111) using rare gas physisorption.  It is well-known that the 
water monolayer wets both of these metals and it was widely-believed that these substrates were good 
templates for the epitaxial growth of crystalline ice films.  Our studies confirm that the water monolayer 
wets both substrates at all temperatures investigated (20-155 K) and that ASW films deposited below 
~125 K also wet the water monolayer.  Surprisingly, crystalline ice films grown at higher temperatures 
(T>135 K) do not wet the water monolayer!   Furthermore, the wetting ASW films dewet exposing the 
underlying water monolayer as they transform to CI upon heating.  These findings demonstrate that the 
water monolayer on both Pt(111) and Pd(111) is hydrophobic with respect to the growth of CI. 

The structure of the water monolayer on these metals is key to understanding the observed 
hydrophobicity. For both Pt(111) and Pd(111) recent experiments and theory indicate that all water 
molecules in the first monolayer interact significantly with the metal substrate.  The water molecules form 
a nearly-planar, hexagonal array with each molecule hydrogen-bonded to three other water molecules in 
the array.  In this array half the water molecules bind to the underlying metal through the oxygen lone pair 
and the other half have a hydrogen atom point toward the metal.  Therefore, each water molecule in the 
monolayer forms four bonds, leaving no dangling OH groups or lone pair electrons protruding into the 
vaccum.  Since this fully-coordinated water monolayer has no additional attachment points it is 
hydrophobic to additional water growth. Ongoing studies are exploring water adsorption on C(0001) and 
FeO(111) surfaces.  On both these substrates ASW grows approximately layer-by-layer but crystalline ice 
growth exhibits non-wetting behavior.  Future experiments will employ FTIR to understand the detailed 
nature of the water-substrate interface on Pt(1110, Pd(111), Cu(111), FeO(111), and C(0001).   

 
Future Directions: 

Important questions remain concerning the factors that determine the structure of thin water films on 
various substrates. We plan to investigate the structure of thin water films on non-metal surfaces, such as 
oxides, and on metals where the first layer of water does not wet the substrate. For the non-thermal 
reactions in water films, we will use FTIR spectroscopy to characterize the electron-stimulated reaction 
products and precursors. The mechanisms of the non-thermal precursor migration through ASW films 
need to be further explored. We will also investigate the non-thermal reactions at lower electron energies 
(i.e. closer to the ionization threshold for water). Finally, we plan to investigate the lifetimes of excited 
states in ASW and CI using pump-probe fluorescence measurements. 
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Program Scope 
 
 Our objective is to develop realistic theoretical models for molecule-metal interactions 
important in catalysis and other surface processes.  The dissociative adsorption of molecules on 
metals, Eley-Rideal and Langmuir-Hinshelwood reactions, recombinative desorption and sticking 
on surfaces are all of interest.  To help elucidate the UHV-molecular beam experiments that study 
these processes, we examine how they depend upon the nature of the molecule-metal interaction, 
and experimental variables such as substrate temperature, beam energy, angle of impact, and the 
internal states of the molecules.  Electronic structure methods based on Density Functional 
Theory (DFT) are used to compute the molecule-metal potential energy surfaces.  Both time-
dependent quantum scattering techniques and quasi-classical methods are used to examine the 
reaction dynamics.  Some effort is directed towards developing improved quantum scattering 
methods that can adequately describe reactions on surfaces, as well as include the effects of 
temperature (lattice vibration) in quantum dynamical studies.   
 
Recent Progress  
 

We continued our studies of H-graphite reactions, which play an important role in the 
formation of molecular Hydrogen on graphitic dust grains in interstellar space, as well as in the 
etching of the graphite walls of fusion reactors.  In earlier work, using DFT-based electronic 
structure methods, we demonstrated that an H atom could chemisorb onto a graphite terrace 
carbon, with the bonding C atom puckering out of the surface plane by several tenths of an Å.  
We computed the potential energy surface for the Eley-Rideal (ER) reaction of an incident H 
atom with this chemisorbed H atom, and suggested that the reaction cross sections should be very 
large – on the order of 10 Å2.  Motivated by our studies, the group of Küppers (Bayreuth) 
showed experimentally that H could indeed chemisorb, and that the lattice did pucker.  Küppers 
and co-workers then measured the cross sections for the H(g) + D/graphite ER reaction to form 
HD(g), and again, theory and experiment were in excellent agreement.  We demonstrated that the 
H2 formed in these ER reactions should be very highly excited, vibrationally. It has been 
suggested that vibrationally excited H2 might be responsible for some of the unique chemistry 
that occurs in interstellar clouds. 
 

More recently, both our efforts and the efforts of the experimental groups have been 
focused on graphite edges.  Real graphite surfaces are rough in the sense that a sizable fraction of 
the exposed carbon atoms can be on the edges of graphite planes, as opposed to the terraces.  We 
have performed DFT calculations to examine how molecular and atomic hydrogen reacts with 
edge carbons.  We found that the hydrogenation of an edge carbon by H proceeded with no 
barrier, and that the barrier for addition of a second H to the edge carbons was small [1].  We 
have examined how molecular hydrogen can chemisorb onto edges, and have found two low 
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energy pathways where H2 dissociatively adsorbs over one or two edge carbons, resulting in a 
doubly-hydrogenated edge carbon, or two neighboring singly-hydrogenated edge carbons, 
respectively [1].  These studies are also relevant to a sizable body of work examining molecular 
hydrogen adsorption in and on nano-crystalline graphite.  The doubly-hydrogenated structure 
gives rise to a peak that has been observed (but not explained) in the radial distribution functions 
extracted from neutron scattering studies of graphitic nano-structures exposed to H2.  We have 
demonstrated that the vapor pressure of H2 in equilibrium with these hydrogenated structures is 
too small to be useful for hydrogen storage, due to the strength of the bonds. 

 
 The Küppers group measured the sticking probabilities of D on the graphite terrace and 
found it to be large, roughly 0.4.  Given the significant lattice distortion required for 
chemisorption, this is surprising.  We used DFT to map out the H-graphite interaction as a 
function of the position of the bonding carbon, and found a barrier to chemisorption of about 0.2 
eV, in excellent agreement with recent experiments.  A potential energy surface for trapping and 
sticking was constructed, and a low-dimensional collinear quantum study of the trapping process 
was implemented [3].  We found that the bonding carbon reconstructs in about 50 fs.  Our results 
suggested that sticking proceeds via a trapping resonance, which relaxes by dissipating energy 
into the substrate over a ps or so.  More recently we computed the full three-dimensional 
potential, and used classical mechanics to compute the sticking cross sections [5], which are on 
the order of 0.1 Å2 at energies not too far above the barrier.  However, when averaged over the 
experimental incident energy distribution, the computed sticking probabilities for D were only 
around 0.08.  The proposed mechanism involving a trapping resonance was confirmed.  While an 
improved model that included a fully dynamical graphite lattice did not significantly increase the 
sticking, we have since come to understand the discrepancy between experiment and theory.  
Using DFT, we have found that the graphite lattice can undergo extensive reconstruction when 
additional H atoms are chemisorbed in the vicinity of an adsorbed H.  The binding energies, and 
the barriers to chemisorption, can vary dramatically from site to site.  Our work suggests that 
while the initial (true zero coverage) sticking may indeed be small, the addition of subsequent H 
atoms, in specific locations relative to the initial adsorbates, may happen with a large probability.  
This has now been confirmed by two sets of experiments.  The Küppers group has now measured 
sticking down to (true) zero coverage, finding probabilities of around 0.1.  They observe that 
sticking increases as coverage increases.  This group and another have also observed pair 
formation, via STM, where H atoms are observed to cluster together on the surface, due to these 
preferred binding sites. 
 

In an earlier study of H atom recombination on Ni(100), we allowed the lattice atoms to 
move, which required that we construct a potential energy surface based upon the instantaneous 
positions of the lattice atoms and the adsorbates.  We avoided the usual problems associated with 
pairwise potentials by using a potential based upon ideas from embedded atom and effective 
medium theory, but instead of using the isolated atom electron densities, we fit the one and two-
body terms to reproduce the results of our DFT calculations.  More recently we have used the part 
of this potential describing the Ni-Ni interactions to study the sputtering of Ni surfaces by Ar 
beams, in order to further test the utility of these potentials [2].  We find that this form for the 
potential very accurately describes the energy required to severely distort the lattice or to remove 
one or more Ni atoms form the lattice.  Agreement of sputtering yields and threshold energies 
with experiments is greatly improved over earlier models. 
 
 We concluded our studies of the H(g) + Cl/Au(111) reaction, which have been motivated 
primarily by two detailed experimental studies of this system.  These experiments observe strong 
H atom trapping and a thermal Langmuir-Hinshelwood channel for HCl formation, as well as ER 
and hot atom (HA) channels.  One of our findings is that the ER reaction cross section is much 
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larger than for H(g) + H/metal reactions, roughly 1 –2 Å2.  This is due to a steering mechanism, 
and arises from the relatively large distance of the adsorbed Cl above the metal.  The incoming H 
atom is strongly attracted to both the Cl and the metal, but it encounters the layer of adsorbed Cl 
atoms first, and steers towards them.  Thus there is no competition between ER reaction and 
trapping of the H atom onto the surface.  There are also some interesting variations of ER 
reactivity with the Cl vibrational state, and an exchange pathway is observed (for the first time), 
in which the H remains bound while the Cl desorbs. Quasi-classical trajectories were used to 
study this reaction for the case of large Cl coverages, and with dissipation of the trapped hot 
atoms’ energy into the lattice [4].  The ER and HA reaction pathways for HCl formation are a bit 
more complicated than for molecular Hydrogen formation.  We find that HA reactions dominate 
the formation of HCl.  We also find that there must be significant energy loss into the substrate 
excitations, perhaps into electron hole pair excitations, from either the trapping hot H atoms, or 
the excited product HCl, in order to agree with experiment. 
 

For much of the past two years we have explored the dissociative adsorption of methane 
on metals.  A problem that is not well understood is how methane reactivity varies with the 
temperature of the metal, and why the nature of this variation differs from metal to metal.  To 
examine this we have used DFT to compute the barriers and explore the potential energy surfaces 
for methane dissociation on several metal surfaces.  We have also examined how these barriers 
change due to lattice vibration and distortion.  Starting with the Ni(111) surface, we found that at 
the transition state for dissociation, the Ni atom over which the molecule dissociates would prefer 
to pucker out of the surface by 0.23 Å.  Put another way, when this Ni atom vibrates in and out of 
the plane of the surface, the barrier to dissociation over this Ni atom increases and decreases, 
respectively.  This should lead to a strong variation in the reactivity with temperature. In addition, 
it is not clear that a metal atom would have time to move or relax during a reactive collision.  To 
explore these issues, high dimensional quantum scattering calculations were implemented, which 
allowed for the motion of several key methane degrees of freedom, as well as the metal lattice 
atom over which the reaction occurs.  It was found that the lattice has time to at least partially 
relax (pucker) during the reaction, even at collision energies of an eV or so.  The net result is that 
the reactivity was significantly larger than for the static lattice case.  We compared our results 
with the surface oscillator model, used for many years to explain the effects of thermal lattice 
motion on dissociative adsorption.  For this model, the lattice recoils into the surface during the 
collision, leading to a lower reactivity.  We clearly demonstrated that when lattice relaxation in 
the presence of an adsorbate is possible, the physics is very different from what has long been 
assumed [6].  

 
This model was also used to elucidate recent experiments of the Utz group (Tufts), who 

examined CD3H dissociation on Ni(111).  They were able to significantly enhance reactivity by 
laser exciting the C-H stretch of the molecule.  Generally, the reactivity of the laser-excited 
molecules are compared with the “laser off” reactivity, and an open question has been to what 
extent vibrationally excited molecules contribute to this “laser off” reactivity. We were able to 
show that vibrationally excited molecules can significantly contribute to the laser off reactivity, 
particularly at lower incident energies where the ground vibrational state is “below the barrier”.  

 
We have also used DFT to explore the transition states for methane dissociation on 

Ni(100) and Pt(111).  We find that there are similar forces for lattice relaxation and puckering on 
the metal atom over which the molecule dissociates.  In order to examine how lattice mass might 
effect the dynamics of surface relaxation and methane reactivity, we have replaced the lattice 
mass in our Ni(111) model with the mass of a Pt atom.  We showed that the lattice puckering 
becomes much less likely, significantly lowering the reaction probability. 
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Future Plans 
 

We are currently using DFT to construct potential energy surfaces for methane 
dissociation on Ni(111),  Pt(111) and Pt(100) that explicitly includes the position of the metal 
atom.  As noted, the forces causing the lattice to pucker during the reaction are similar for these 
systems, but the different lattice masses and other aspects of the potential energy surface may 
lead to very different dynamics.  The dissociation probability as a function of incident energy, 
surface temperature, and molecular vibrational state will be computed using our 5 degree-of-
freedom quantum model.  We will then analyze the wealth of experimental data that exists for 
these systems.  Specifically, we hope to understand the role played by lattice motion and 
relaxation in this important reaction.  Standard models have suggested that thermal effects should 
be more significant on Ni than Pt, due to the smaller mass, but this is not what has been observed. 
Perhaps the lattice relaxation can explain this discrepancy.  The most significant shortcoming of 
our quantum scattering model is that it only includes the most reactive pathway, over the atop 
site.  We have formulated, and hope to implement, an approximate way to average over the less 
reactive sites.  Eventually we hope to also examine methane dissociation on the step and defect 
sites of these Ni and Pt surfaces. It is likely that the magnitudes of the thermal fluctuations and 
any relaxations are larger at these defect sites than on the terraces. 
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Program Title: Theoretical Studies of Surface Science and Intermolecular Interactions 
 
Principal Investigator: Mark S. Gordon, 201 Spedding Hall, Iowa Sate University and 
Ames Laboratory, Ames, IA 50011; mark@si.msg.chem.iastate.edu 
 
Program Scope. Our research effort spans the study of a variety or problems in surface 
science using ab initio cluster and embedded cluster methods, the development and 
application of sophisticated model potentials for the investigation of intermolecular 
interactions, including solvent effects in ground and excited electronic states, and the 
development and implementation of methods related to the study of molecules containing 
heavy elements, and general studies of mechanisms in organometallic chemistry. Many 
of the surface science studies are in collaboration with Jim Evans. 
 
Recent Progress. Several studies of the Si(100) surface and processes that occur on this 
surface have been studied. The reactions of acetylene on the Si(100) surface were 
investigated using MCSCF wavefunctions augmented by second order perturbation 
theory (MRMP2), within the SIMOMM embedded cluster method3. Similar combined 
kinetic Monte Carlo (KMC)/electronic structure theory studies of the etching of the 
Si(100) surface5,12 and the diffusion of group III metals on the Si(100) surface is 
ongoing13,14. SIMOMM studies have also been carried out on the diamond surface4,11.  
 
Because MCSCF calculations are limited with regard to the size of the active space that 
can be included, extensive studies have been initiated on methods that are designed to 
significantly increase the sizes of systems that can be realistically treated with this 
method. Two studies have also been completed on the structures of SimOn clusters10 and 
on the prediction of novel silicon-based nanowires26. A related paper on the design of a 
new class of quantum dots has been submitted. 
 
As part of a NERI grant (PI: Francine Battaglia), an extensive series of calculations has 
been initiated to study the chemical vapor deposition processes of SiC, starting from 
CH3SiCl3 (MTS). The overall mechanism involves more than 100 reactions whose 
overall reaction energetics and barrier heights and activation energies have been 
predicted with many body perturbation theory and coupled cluster theory24,25. As part of 
this effort, it has been demonstrated that the new CR-CCSD(T)L method is in almost 
perfect agreement with full configuration interaction (FCI) for breaking a wide variety of 
single bonds. 
 
Development of the effective fragment potential (EFP) method has continued with the 
derivation and implementation of a new approach to electrostatic damping and the 
application to the benzene dimer23, the derivation and implementation of analytuc 
gradients for the most demanding terms in the potential19,20, and the implementation of a 
scalable EFP algorithm6 The EFP method has recently been extended to open shell 
species. EFP applications have included a study of the aqueous solvation of F- and Cl-.9 
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Several studies of non-adiabatic interactions, including spin-orbit coupling have been 
published1,2,16, and several papers on advances in high quality electronic structure theory 
have been completed7,8,17,19. 
 
Future Plans. In order to significantly expand the sizes of clusters that can realistically 
been modeled with MCSCF wavefunctions, the ORMAS (Occupation restricted Multiple 
Active Spaces) method is being tested on clusters of increasing size and compared with 
the full CASSCF calculations. This study is nearing completion. An exhaustive study of 
the diffusion of one and Al atoms on the Si(100) surface will be completed and then 
extended to heavier group III elements. The etching of the Si(100) surface by O was 
studied previously. This system is being revisited, partially to explore the importance of 
using larger basis  sets and better levels of theory, and partially to study the diffusion of 
O along the surface. The energetics and structural information obtained for these 
processes will then be incorporated into the kinetic Monte Carlo analyses performed by 
the Evans group. The SIMOMM method is being extended to more complex species, 
such as silica. A primary motivation for this is to model the catalysis of various reactions 
in silica-based MSM pores. An interface between SIMOMM and EFP will be developed, 
so that the liquid solid interface can be studied at reliable levels of theory. 
 
The EFP method is currently being interfaced with both the CI singles and time-
dependent density functional (TDDFT) methods, so that solvent-induced shifts in 
electronic spectra can be investigated. Improved methods for treating weak 
intermolecular interactions, such as dispersion, will be developed and implemented, and 
then applied to important problems. A preliminary molecular dynamics (MD) code for 
the EFP method and a combined ab initio EFP MD code has been implemented, and 
more robust algorithms are being developed. An extensive investigation of the water 
dipole moment enhancement in the liquid vs. gas is nearing completion. Several studies 
of the aqueous solvation of ions and electrolytes, including NO3

-, Na+, OH-, and NaOH 
are underway. This includes a systematic study of the solvated structures (internal vs. 
external ions) and the convergence of ionization potentials and electron affinities to their 
gas phase values.  The EFP method will also be used in extensive investigations of 
atmospheric aerosols, including the structures and reactions clusters of H2SO4, HNO3, 
and their ions with water molecules. The latter study is in collaboration with Theresa 
Windus (Iowa State) and Shawn Kathmann (PNNL) and is supported by a generous 
computer grant from PNNL.  
 
Ruedenberg and Bytautas have developed the very excited CEEIS (Correlation Energy 
Extrapolation with Intrinsic Scaling) that facilitates the prediction of the exact 
wavefunction (full CI at the complete basis set limit) for small molecules. The complete 
potential energy curve for F2, including the full complement of vibrational energy levels, 
has been calculated using this method. Three papers have been submitted, and an 
additional one s in progress to elucidate the fundamental nature of the long-range 
interaction between two open shell atoms as they come together to form a bond.  
 
Analytic gradients and Hessians for the Klobukowski model core potentials (MCP) have 
been derived and implemented into GAMESS.  Combined with the correlation consistent 
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basis sets, this provides a powerful approach to study mechanisms of reactions in 
transition metal organometallic chemistry, in collaboration with the Ames Laboratory 
catalysis group, especially Andreja Bakac. 
 
In collaboration with Francine Battaglai and Rodney Fox, the NERI project will continue 
with the incorporation of the thermodynamic and rate constant data discussed above into 
bulk kinetic models, such as ChemKin.  This will provide important insights to our 
experimentalist colleagues at ORNL. 
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Program Scope 

The objective of our effort is to outline quantitatively the details of the processes that occur 
at the surface of solid particles, largely at the nano-size regime, suspended in aqueous solutions in 
response to a radiation stimulus. The impetus for these studies is the abundance of similar 
interfaces across the DOE complex. Particularly, we are interested in the application of the basic 
knowledge to three technical arenas:(1,2) a) The effect of the interface on processes that affect 
performance of nuclear power generation and related issues such as waste management of fissile 
materials. b) Potential utilization of nanoparticles in biomedical diagnostics or therapy, and c) the 
use of nanoparticles as redox catalysts in water splitting reactions of solar conversion. 

The program uses radiation and photochemical techniques to generate radicals in the 
aqueous phase, or charge carriers in the solid particles, and a variety of spectroscopies to follow 
their dynamics and evolution. Of particular interest is the possible exchange of energy and charge 
between the two phases. The impact of such processes on many applications cannot be 
exaggerated. For example, we have shown in the past that the presence of large concentrations 
silica particles on in water suspensions may enhance, rather than reduce, the yield of radiolytic 
water decomposition to H2. Similarly, we discuss below potential application of metallic 
nanoparticles to target radiolytic damage to specific locations, e.g. the surface of the particle. 

Recent Progress 

1) Insulators and Insulator-Metal Hybrids: We have shown that radicals from the aqueous 
phase strongly adsorb on gold nanoparticles and determined the relative adsorption constants of 
few functional groups on the radical (amines, ketones ethers and direct binding via the nitrogen 
center of nitroxy radicals).  Other radicals were shown to adsorb to the surface of oxides and their 
cross-sections on the surface were determined.(3) Using this information we were able to determine 
the distance that reducing equivalents (electrons, radicals or excitons) can reach the interface before 
they are annihilated by recombination or are localized in deep traps.(4) We found that this distance 
is independent of surface coverage and for silica particles is 15 nm. We have studied the effect of 
particle size on the efficiency of the catalytic conversion of single-electron reducing radical to H2 
by gold. We conclude that the major factor to determine the efficiency is the surface area and not an 
intrinsic size effect.(5)  

Using synthetic methodologies that we and others developed in the past we studied the 
effect of “inert” supports on the hydrogen evolution reaction from water by silica-supported silver 
nanoparticles. Contrary to expectations the support may adversely affect the catalyst efficiency.(6) 
As the dose increases and hydrogen accumulates the overpotential required for the hydrogen 
evolution on the metal also increase. As a result, the rate of H2 generation decreases. Other 
pathways for radical reactions, such as radical-radical recombination at the support surface, become 
dominant and eventually completely overtake hydrogen evolution. In the absence of the support the 
metallic catalyst generates hydrogen at the same and higher doses with no observable deterioration. 
Strategies to overcome this disadvantage of the support can now be developed.   

Metallic Nanoparticles: Little information is available on the fate of electron-hole pairs 
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generated by ionizing radiation in metals. 
They are universally expected to be very 
short-lived but recent reports in the 
literature suggest that the presence of 
electron donors at the interface can 
efficiently interfere with carrier’s 
recombination. Thus, citrate can 
efficiently transfer electrons to silver 
particles that are excited at the plasmon 
band of the particle (Redmond P., et al., 
J. Phys. Chem. C 111, 8942, 2007). We 
conclude from these studies firstly, that 
interfering with carriers‘ recombination 
may indeed be possible and secondly, 
the presence of foreign molecules at the 
particles surface may be detrimental even 
at the shortest times. Clean interface 
becomes essential if capture of the 
carriers by the target is desired. . 

We were attracted to a recently 
proposed method to synthesize naked 
metallic particles (Evanoff, D., et al J. 
Phys. Chem. B 108, 13948, 2004). The 
method relies on the reduction of silver 
oxide by H2, thus the product contains 
no component other than silver, water 
and their ions. We studied the 
mechanism of production of the metallic 
particles and the properties of the 
particles.(7) Briefly, the particles are stabilized by hydroxide ions and thus their surface resembles a 
hydrophilic oxide surface. This provides for exceptional stability of the otherwise hydrophobic 
metallic interface. This stability allows synthesis of extremely high particles concentrations without 
inducing agglomeration. The synthesis is a combination of two steps, dissolution of Ag2O and 
reduction of the Ag+ ions. Control of their rates allows synthesis of controlled sizes (30-200 nm). 
On the less attractive side, because of the low redox potential of the H+/H2 couple used in the 
reduction, a relatively high residual Ag+ ions concentration remains in the solution. We developed 
radiolytic methods utilizing the much more negative redox potential of reducing radical to control 
this residual concentration. We are at present in satisfactory control of the synthesis.  

Some of the experiments described in the Future Plans section require high sensitivity of 
detection of species at the metallic interface. Surface enhanced Raman spectroscopy seems to be the 
technique of choice, although the ultra high sensitivity down to the single molecule level is a 
distraction for us. We initiated a study on the SERS activity of the particles described above. 
Preliminary observations show SERS activity for all of them. Based on electron microscopy we 
believe that junctions of agglomerated particles are minimal, so the somewhat random, super 
sensitivity is eliminated. Using probe molecules (p-aminothiphenol) at the surface we study the 
effect of radiation and silver ions on the SERS spectra of the probe. The SERS signal intensity is 
found to increase with the increase of silver ion concentrations (Figure 1) but decrease with 
increasing dose under reducing conditions. In the latter experiment electrons are pumped from the 

 

Figure 1: Effect of Ag+ on SERS spectra of 1x10-6 
M ATP on 0.01 M of 150 nm particles Ag 
suspension at pH 9.3. 
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reducing radicals into the particle, 
initially reducing residual silver ions 
and then raising the negative 
potential on the particle. The former 
process leads to increase in the 
SERS signal. When this precondition 
process is complete the signal 
decreases (Figure 2). We attribute the 
correlation of the SERS intensity 
with [Ag+] and dose to their effect 
on the Fermi level of the particle. 
However, reduction of the silver ions 
in the radiolytic environment is not 
equivalent to externally controlling 
their concentration. We will speculate 
on this difference in our presentation.  

Future Plans 

We will pursue our studies of 
radiolytic effects in size controlled 
silver particles. In the short term we 
will add a theoretical component to 
predict the effect of electrical field on 
the intensity of the various 
vibrational bands in the SERS 
spectra. In parallel we will extend 
our experimental studies to include 

in-situ measurements of the SERS variations during irradiation. A time-resolved surface Raman 
spectrometer will then follow. 

Our main interest is to determine yields of interfacial products from absorption of the 
energy by the solid particles. No report on escape of charge carriers from metallic systems has 
appeared so far. Our own preliminary experiments in comparing hydrogen yields from γ radiolysis 
to those from x-ray irradiation (at Argonne’s APS, in collaboration with Prof. B. Bunker - 
Physics, Notre Dame) of concentrated solutions of metallic silver particles indicate that the yield 
does not change by tuning the energy around the silver K edge, even though the absorption of 
energy changes from predominantly the silver to the water phase. We will extend these experiments 
and will attempt to identify radiolysis product at the particle surface. These experiments require the 
high specificity and sensitivity of the SERS experiments. Once the principle is successfully 
demonstrated we will turn to time-domain experiments.   
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Figure 2: Effect of [Ag+] ions (right side) or 
electrons pumped (left side) into the particles of Fig. 
1 from 2-propanol radicals. Note initial increase at 
low doses contrary to effect of Ag+.  
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Program Scope: 
 
This program examines charged and radical species in solution and develops tools to create and 
probe such species.  Principal among these tools is the Laser Electron Accelerator Facility 
(LEAF) at Brookhaven that produces 7 ps electron pulses and associated detection systems.   
Pulse radiolysis is often the most convenient and sometimes the only method to rapidly produce 
and study isolated radical species.   Presented are recent results in understanding the novel two 
electron lowest excited state in quinone radical anions, an exciting new picosecond time-domain 
detection technique which has already made possible new studies in our lab and which will open 
the door to additional new avenues of research at LEAF, and work to understand charge capture 
by large linear conjugated molecules which will lead to examination of charge transport along 
such molecules in solution.  Additional efforts in our lab are separately described in summaries 
by Sergei Lymar, Jim Wishart, and John Miller. 
 
Recent Progress: 
 
1. Excited States of Benzoquinone Radical Anion 
 

One facet of this program focuses on identifying of radical anions and cations whose 
excited states could be useful for driving electron transfer reactions.  The lowest excited state of 
p-benzoquinone radical anion (BQ-•) was of particular interest due to its large excited state 
energy an exceptionally long lifetime of 60 ns.  However, previous bimolecular experiments 
showed no evidence for electron transfer where reactions with other solutes were energetically 
favorable.  While this may simply be due to rapid back transfer of electrons in the encounter 
complex, the other fascinating possibility is that BQ-•* is somehow electron-transfer inert, unable 
to participate in rapid electron-transfer reactions.  A source for such possible inhibitions are the 
2-electron processes that occur in BQ-• shown in the 
figure to the right.  Photoexcitation of the ground D0 
state at 460 nm of the allowed π*-π* transition forms 
the second excited doublet state, D2, which rapidly 
relaxes to the optically forbidden n-π* D1 state through 
an orbital change of 2 electrons.  Electron transfer 
either out of or into the D1 state will also require a 2-
electron change.  If electron transfer to/from D1 is 
inhibited, then it is likely that electron capture directly 
into the D1 state would be similarly inhibited, since it 
would require the same 2-electron change. 
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It was to test this second hypothesis that current experiments were focused.  Electron 
capture in solvents like tetrahydrofuran and isooctane rapidly and preferentially forms excited 

states of BQ-•, which is expected since the energy of the solvated electron is 
estimated to be ~260 mV higher than the D2 state where no special 2-
electon changes are needed.  The situation changes however as alkyl-groups 
are added to BQ making the reduction potential more negative, as can be 
seen in the scheme to the left.  The blue lines are the energies of the BQ-• 
states, while the black lines are those of the substituted quinones assuming 
the excited state energies remain unchanged.  Electron capture rates in THF 
have been measured and compared with literature rates. It is clear from this 
comparison that electron capture into the upper, D2, state is the best fit to 
the data.  In fact, even for a quinone such as duroquinone where capture 
into the D2 state is estimated to be uphill by 80 mV, the D2 state is still 
preferred over the energetically more favorable D1 state.  This large 

inhibition for electron capture into the lowest excited state is due to the 2-electron changes 
required, and is most likely what was responsible for the lack of observed bimolecular electron 
transfer in earlier experiments.   

Preliminary measurements of electron attachment rates using time-resolved microwave 
conductivity in collaboration with Richard Holroyd are likely consistent with this picture.  In 
these experiments, rather than changing the energies of the quinone excited states by 
substitution, the energy of the solvated electron was shifted by either solvent mixtures of 
tetramethylsilane(TMS) and isooctane, or by increasing pressure in TMS.  It is thought that the 
slow, ~4x1010 s-1, electron attachment rate observed in TMS at atmospheric pressure is due to the 
energy of the solvated electron being below the D2 state.  When isooctane is added or the 
pressure is increased, the energy, or V0, of the solvated electron increases making the gap to D2 
state smaller or even downhill to D2.  This is accompanied by a 2-3 order increase in electron 
attachment rate, supporting the notion that capture by the D1 state is strongly inhibited. 
 
2.  New Ultrafast Single-shot Detection at LEAF 
 

While pulse radiolysis brings special benefits to investigation of electron transfer, its 
application to intramolecular electron transfer is usually limited to times longer than 0.1 ns. This 
limitation occurs because valuable donor-spacer-acceptor molecules cannot be subjected to the 
thousands of pulses needed to collect transients with the pulse-probe system.  To bring these 
experiments to such molecules and also to examine viscous or solid samples such as ionic liquids 
that cannot be flowed, a novel ultrafast single-shot (UFSS) transient absorption detection system 
has been developed.  This method also eliminates certain types of noise, greatly reduces data-
collection times compared to classical delay line sampling techniques, and minimizes waste. 

This new experimental technique uses a 
prototype bundle of 100 fibers of different length 
shown schematically to the right, with an average of 
15 ps of delay fiber-to-fiber providing a data over a 
time window of 1.5 ns in a single laser shot.  A 100 fs 
laser probe pulse is directed into the end of the 
bundle, an imaged successively in the sample, where 
it is collinearly overlapped with either (or both) an 
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electron pulse or laser excitation pulse, and onto a signal CCD camera.  A reference camera is 
also used.  Each image collected thus contains 100 different spots, each of which has information 
at a different time relative to the electron pulse.  The measured risetime of the system is 1.6 ps at 
800 nm, which was shown to be improvable to 0.5 ps with fiber chirp preconpensation.  Data 
collected with this system show a rise time limited by the 5-10 ps electron pulse width, with a 
noise level near 1 mOD with averaging of 10-25 shots.  Similar data collected with standard 
variably delayed electron pulse-laser probe spectroscopy requires 103 – 104 shots!  Probes with 
different colors have been accomplished with and OPA and simple refocusing.  This new 
detection system has tremendous potential to enable new science in our lab, and the first 
application is described below. 
  
3. Non-Exponential Charge Capture and Transport in Molecular Wires 
 

It is well known that diffusion-controlled reactions of transiently produced species are 
characterized by transient terms in the Smoluchowski equation at early times.  While typically 
unobserved for small molecules, such effects become important for long, relatively immobile 
molecules, providing a unique opportunity to probe such transient terms in the diffusion equation 
since their timescale can extend well into the nanosecond regime.  These effects are known to 
depend on shape of the molecules, and are the subject of a recent theory by Traytak.  Relevant 
not only to such basic physical chemistry questions, understanding and modeling these 
complicated kinetics and the corresponding yields of charges captured is important to work in 
our group involving charge motion in conjugated polymers.  Good knowledge of charge capture 
kinetics is important to this project in order to separate them from charge transfer processes that 
may occur on comparable timescales in similar extended molecules with additional electron or 
hole sinks attached to their ends. 

Polyfluorene molecules with an average of 11 fluorene units or 92 Å in length were studied 
using the new fiber-UFSS experiment described 
above.  The figure to the right shows charge capture 
kinetics for three different concentrations of 
polymer in THF at 580 nm where the anion of the 
molecule absorbs strongly.   Such data with 10 ps 
time resolution would not have been collectable 
with standard sampling pulse-probe techniques due 
to limited quantities of sample.  There are 2 main 
features of this data.  First is the large rise that 
occurs within the time resolution of the experiment.  
About 20 % of this step is due to absorption of 
solvated electrons.  Using scavengers, it was 
possible to show that part of the step was due to 
rapidly formed excited states, but significant parts 
were identified to be due to wire anions and cations 
formed on timescales faster than diffusion.  Given 
the very low concentration of molecules, capture of 
highly mobile presolvated or “dry” electrons cannot account for this component.  Rather, it 
seems likely that due to the large volume of these molecules a sufficient number of electrons and 
holes are formed within a reaction distance, Rij, of the wires and react before diffusion occurs 
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and before they can be scavenged.  The second main feature of this data is the slower rise, which 
can be modeled together with the solvated electron disappearance after accounting for the fast 
rise.  This component contains the diffusional part of electron capture.  As expected, the kinetics 
are not adequately modeled by a single exponential capture rate, but were well described by two 
exponentials used as an approximation to the full Smoluchowski diffusion equation, where the 
reaction distance is an effective one described by the result of the 1-dimensional Traytak theory:   

 
 
 
 

 
Present efforts provide a sufficiently good description of the charge capture process to support 
future efforts in measuring charge transport in similar wires with endcaps.  While the theory at 
this point can be used to largely qualitatively describe charge capture in the 11-unit polyfluorene, 
a far more quantitative test is the subject of current investigations.  These efforts study electron 
attachment to both polyfluorene oligomers with lengths from 1 to 10 units, as well as polymer 
samples with average lengths from 20 to 133 units.  These will also test the idea that experiments 
with fast electron pulses may provide information about how extended are the conformations of 
the conjugated polymers. 
 
Future Plans: 
 
• Confirmation of electron capture inhibition into the lowest excited state of BQ-•* will be 

sought with conductivity detected experiments using mixtures of ISO and TMS to smoothly 
vary V0 around the π*-π* excited state of BQ-•.  Can the magnitude of the inhibition be 
determined? 

• Significant noise reduction in fiber-UFSS experiments is expected to be possible and will be 
pursued.  This will be combined with extended time range bundles and simplified wavelength 
tuning. 

• Electron and hole capture will be studied in a variety of different length oligo-fluorenes and 
polythiophenes, and compared to the theory by Traytak to see if a consistent set of physically 
reasonable parameters can be determined.   Can the model be used to accurately predict 
yields of ions and kinetics for arbitrary wire lengths?  

• Apply the description of capture kinetics to systems with endcapped wires.  Can we observe 
charge transfer rates to the ends of these molecules, and what factors effect them? 

 
Recent DOE Supported Publications: 
 
Faster Dissociation:  Measured Rates and Computed Effects on Barriers in Aryl Halide Radical 
Anions, Takeda, N.; Poliakov, P. V.; Cook, A. R.; Miller, J. R. J. Am. Chem. Soc., 2004, 126, 
4301-4309. 
 
The LEAF Picosecond Pulse Radiolysis Facility at Brookhaven National Laboratory, Wishart, J. 
F.; Cook, A. R.; Miller, J. R. Rev. Sci. Inst. 2004, 75, 4359-4366. 
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Program Scope: 
 

This project is concerned with the experimental challenge of achieving sub-molecular 
spatial resolution in optical spectroscopy and photochemistry of a single molecule.  These 
experiments would lead to an understanding of the inner machinery of single molecules that are 
not possible with other approaches.  Results from these studies will provide the scientific basis 
for understanding the properties, processes, and phenomena in chemical and physical systems at 
the nanoscale.  The experiments rely on the combination of the unique properties of lasers and 
scanning tunneling microscopes (STM). 
  
Recent Progress: 
 

The study of optical phenomena at the atomic scale is expected to provide new 
understanding of molecules and their chemical dynamics. The combination of lasers with a 
scanning tunneling microscope (STM) provides new opportunities by tapping into the unique 
capabilities of both techniques: spectral and temporal information from lasers and ultrahigh 
spatial resolution in real space from the STM. One big problem, however, is the difficulty of 
delivering the electromagnetic energy from lasers with atomic precision and initiating the 
excitations of individual molecules on the surface one by one. 

 
A series of experiments have been performed that couples lasers into a home-built 

ultrahigh-vacuum (UHV) STM operating at a base temperature of 9 K. The lasers (either CW or 
femtosecond pulsed lasers) were illuminated into the STM junction while the STM is in the 
tunneling regime, aiming to locally excite molecules on a surface. The coupling mechanism 
involves a two-step process of photo-induced hot electron tunneling, in which an electron is 
photoexcited to a higher level in the tip and then tunnels resonantly to a molecular state [2]. 
Therefore, light is coupled to the tunneling process. Because tunneling electrons are spatially 
confined within the atomic scale, this photo-induced hot electron tunneling mechanism also 
yields atomic-scale variation across a molecule adsorbed on a thin oxide surface. This variation 
follows the change in the interior structure of the electronic states inside the molecule.  
 

The system that we used to demonstrate the rich phenomena that are possible with the 
combination of lasers with the STM is Mg-porphine adsorbed singly on a thin (~5 Å) Al2O3 film 
grown on NiAl(110) at 9 K. Voltage controlled conductance hysteresis and stepwise switching in 
a reversible manner were observed in a single Mg-porphine within a double-barrier junction 
defined by a scanning tunneling microscope (STM) at ~10 K [3]. In-situ visualization and 
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characterization of the junction using the STM revealed that the charge bistability of a single 
molecule on a polar alumina film is responsible for the conductance hysteresis and switching. 
Important parameters, such as molecular adsorption, are also discussed. 
 

This single-molecule junction in the STM was irradiated with femtosecond laser pulses 
[4]. The photoexcited hot electrons in the STM tip resonantly tunnel into the excited states of the 
molecule, converting it from the neutral to the anion. This electron transfer rate depends 
quadratically on the incident laser power, suggesting a two-photon excitation process. This 
nonlinear optical process is further confirmed by the polarization measurement. Spatial 
dependence of the electron transfer rate exhibits atomic-scale variation. 

 

 
 

 
 
 
 
 
The combination of a scanning tunneling microscope with optical excitation enabled the  
 
 
 
 
 
 

(A) Charging probability as a function of sample bias under the irradiation of pulsed laser (center 
wavelength = 807 nm, pulse duration = ~70 fs, P = 34 μW, dark-green open diamonds), CW lasers (λ 
= 800 nm, P = 146 μW, magenta filled triangles; and λ = 633 nm, P = 7.4 μW, red filled circles), and 
without laser illumination (black crosses). The inset shows the tip height displacement ΔZ while 
ramping the sample bias Vb with the feedback on. (B) Charging probability is plotted as a function of 
incident power under illumination of pulsed laser (λ = 807 nm, dark-green open diamonds) and CW 
HeNe laser (λ = 633 nm, red filled circles). The dependences on the incident laser power were fitted to 
power law, p ∝ Pγ, where γ = 2.14 ± 0.28 (solid line) and γ = 0.96 ± 0.13 (dash line) for pulsed laser 
and CW laser, respectively. (C) The normalized charging probability as the linear polarization of the 
laser rotates outside the UHV chamber. The data are normalized by dividing the charging probability 
by the laser power or square of the laser power and fitted by cos2(θ+θ0) (dash line) or cos4(θ+θ0) (solid 
line), depending on one-photon (red filled circles) or two-photon excitation (dark-green open 
diamonds).  
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The combination of a scanning tunneling microscope with optical excitation enabled the 
observation of photo-induced electron transfer through a single magnesium porphine molecule 
adsorbed on a thin oxide film grown on the NiAl(110) surface. The result of photo-induced 
electron transfer in the STM junction leads to the charging of molecule from the neutral to the 
anion. Individual charging events were recorded consecutively over a long period of time, 
typically one to two days [4]. Histogram analysis of the time trajectory revealed that the photo-
induced charging of the molecule has no memory effect and the pathway of this process is 
through the tunneling of photoexcited hot electrons from the STM tip to the molecule. A simple 
theoretical model explains the dynamic process and identifies key parameters determining the 
rate of photo-induced electron transfer.  Experiments requiring long time statistics are difficult 
by single molecule laser induced fluorescence due to irreversible changes in the molecule.  

 
Future Plans: 
 
 This research will continue to push the limit of experimental technique in the coupling of 
a variety of lasers to a low temperature scanning tunneling microscope in ultrahigh vacuum and 
to explore the range of novel scientific problems that can be tackled with this new approach.  The 
experiments are carried out on single crystal surfaces using surface science procedures under 
ultrahigh vacuum conditions in order to have well characterized systems optimized for 
fundamental understanding of spatially resolved single molecule chemistry.  The optical 
detection has been augmented with an avalanche photodiode detector with appropriate bandpass 
filters to enable spatial imaging of fluorescence from different parts of a single molecule: 
fluorescence microscopy of the molecular interior with sub-Ångström spatial resolution.  Such 
an experiment has not been carried out before and the results are expected to reflect beyond the 
molecular properties that could usually be extracted from fluorescence spectroscopy obtained 
with CCD-based spectrometer.  Experiments using a photomultiplier and a Ti:sapphire 
femtosecond laser to detect second-harmonic generation from a single molecule on the surface 
and within the tunneling cavity are also planned.  The goal is to determine the spatial resolution 
and chemical sensitivity of cavity enhanced nonlinear optical spectroscopy and microscopy.  
 
 
References to Publications of DOE Sponsored Research (2003-present): 
 
 
[1] G.V. Nazin, X.H. Qiu, and W. Ho, “Charging and Interaction of Individual Impurities in 

a Monolayer Organic Crystal”, Phys. Rev. Lett. 95, 166103-1-4 (2005). 
 
[2] S.W. Wu, N. Ogawa, and W. Ho, “Atomic Scale Coupling of Photons to Single-Molecule 

Junction”, Science 312, 1362-1365 (2006). 
 
[3] S.W. Wu, N. Ogawa, G.V. Nazin, and W. Ho, “Conductance Hysteresis and Switching in 

Single-Molecule Junctions”, Phys. Rev. Lett., submitted (2007). 
 
[4] S.W. Wu and W. Ho, “Real-time Observation of Photo-induced Electron Transfer 

through a Single Molecule”, Proc. Nat. Acad. Sci., submitted (2007). 
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Program Scope 
Enzymes are nanometer-scale macromolecular machines designed and evolved by nature to carry 

out catalysis with high efficiency and selectivity. The quest for understanding how enzymes work has 
attracted more than a century of research. This project is aimed at a molecular-level understanding of 
enzymatic catalysis from a chemical physics perspective. We tackle this problem with both experimental 
and theoretical studies. Experimentally, we rely on single-molecule spectroscopy and enzymology to 
probe conformational motions and biochemical reactions of a single enzyme molecule in real time. The 
findings from the single molecule studies prompted us to develop a general theory to describe enzymatic 
catalyses in terms of nonequilibrium dynamics on a two-dimensional reaction free energy surface.  

Recent Progress 

Nonequilibrium statistical mechanical theory of enzymatic cycles (Wei Min, graduate student, in 
collaboration with Professor Biman Bagchi, on sabbatical from the Indian Institute of Science)  
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The observation of protein conformational dynamics at biologically relevant timescales is crucial to 

the understanding of various protein functions. There are spontaneous (thermal) fluctuations and 
functionally important conformational motions induced by ligand binding and chemical reactions. Our 
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group initiated the use of electron transfer to study spontaneous conformational fluctuations in a single 
molecule on the angstrom-scale (Yang 2003, Min 2005). In a protein complex formed between 
fluorescein (FL) and monoclonal anti-fluorescein (anti-FL) (Fig. 1a), the distance between the donor 
(Tyrosine) and acceptor (FL), x(t), is monitored as a function of time (Fig. 1b). Figure 1c shows the 
harmonic potential of mean force, U(x) = - kTlnP(x) from the Gaussian distribution of x(t) (Fig. 1b). The 
rather slow dynamics in the one dimensional free energy surface was measured by the autocorrelation 
function of x(t) (Fig. 1d), which is a multi-exponential decay spanning many decades of timescales (1ms-
1s), reflecting a rugged energy landscape. This is a general phenomenon, also seen in MD simulations at 
pico to nanosecond timescales (Luo 2006). These conformational fluctuations result in fluctuations in the 
catalytic rate of single enzyme molecules (English et al, 2006). 

Many functionally important conformational motions in an enzyme are nonequilibrium relaxations 
triggered by either substrate binding to the enzyme or the chemical reaction, each contributing to a 
fraction of the total free energy driving force for a substrate-to-product conversion. This free energy 
driving force is related to Haldane and Pauling’s picture of “strain” - upon substrate binding, the free 
energy released is used to distort the substrate/enzyme complex in such a way as to facilitate the 

subsequent reaction. To quantify this 
picture, we have developed a dynamic 
rate theory similar in spirit to Marcus 
electron transfer theory. In the upper left 
panel in Fig. 2, the 1D harmonic 
potentials of mean force are shown for 
E⋅⋅S, ES, E⋅⋅P, EP complexes as a 
function of the conformational 
coordinate Q. Upon tight binding of the 
substrate (from E⋅⋅S to ES), the system 
relaxes downhill to a different 
equilibrium position from which the 
chemical reaction occurs. 

The chemical reaction catalyzed 
by the enzyme has a reaction coordinate (Fig. 2 right panel), X, along which chemical bond breaking, or 
formation takes place. The chemical reaction is slaved by the slow rate-limiting motion of other atoms 
within the protein. Consequently, the barrier height along the reaction coordinate is dependent on Q.  

The bottom left panel in Fig. 2 shows the two dimensional free energy surface of an enzyme. The 
catalytic cycle is described as transitions from E⋅⋅S  ES  E⋅⋅P EP of the four displaced harmonic 
surfaces in the XQ-space. The nonequilibrium relaxation upon substrate binding allows the enzyme to 
reach the well of ES at which the barrier for the chemical reaction in X is the smallest. This is the 
dynamic realization of the Pauling’s well-known idea of transition state stabilization, which has often 
been presented only as a 1D picture as the right panel of Fig. 2.  

This coarse-grained theory connects the protein conformational fluctuations that we measured in 
single molecule experiments with the thermodynamic driving force of the nonequilibrium enzymatic 
cycle (ΔG). Using this theory, we were able to account for the dispersed kinetics that we observed in 
single-molecule experiments (Min 2007a) and proves the validity of the Michaelis-Menten (MM) 
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equation under most conditions, and the deviation from the MM equation, i.e., the emergence of the 
positive and negative cooperativity (Min 2007b).  

     
Single-molecule study of protein conformational change triggered by substrate binding (Dr. Guobin 
Luo, postdoctoral fellow, Dr. Mina Wang and Prof. William H. Konigsberg, collaborator at Yale 
Biochemistry) 
 

To probe conformational change in the enzyme induced by substrate binding, we developed a new 
fluorescence assay for DNA polymerase, which replicates a single strand of DNA with extremely high 
fidelity with an error rate of 10-6. The precise mechanism responsible for the base selectivity is an 
important and as yet unsolved problem. The crystal structure of DNA polymerase shows a hand-like 
structure (Fig. 3a). The binding of the substrate, dNTP, drives the closing of the fingers domain, which is 
a functionally important and large scale conformational change, followed by the chemical bond 
formation.  

We take advantage of the 
environmental sensitivity of a Cy3 dye to 
monitor this functionally important 
conformational change in T7 DNA 
polymerase (T7 pol). The torsional motion 
of double bonds (Fig. 3b) in Cy3’s excited 
state is responsible for the non-radiative 
relaxation of Cy3. Constraints of the 
torsional motion hinder the non-radiative 
decay pathway, giving a higher 
fluorescence quantum yield. This property 
makes Cy3 a valuable probe for detecting 
subtle conformational alterations.  

Binding of T7 pol to an 
immobilized Cy3-labeled DNA duplex 

induces a ~40% intensity increase (top trace in Fig. 3b), allowing detection of the binding and 
dissociation kinetics of the T7 pol to the DNA duplex.  An even higher intensity state of Cy3 appears 
when introducing a complementary substrate, dCTP, (middle trace Fig. 3c), to match the G base on the 
template. We attribute this highest intensity level to a new conformational state induced by substrate 
binding, reflecting the closing of the fingers domain. In contrast, when noncomplementary bases (dTTP 
or dGTP) were added, we observed fewer excursions to the highest level (Fig. 3d). We have determined 
that the rate constants of the conformational change induced by binding of complementary and 
noncomplementary substrates differ by a factor of 103 to 105.   

We reach the important conclusion that the observed conformational change is a very rapid step 
during DNA synthesis and allows efficient discrimination against the incorporation of non-
complementary bases (Luo et al. 2007).  
 
Future Plan 

•  We will continue to explore the relationship between conformational dynamics and the catalytic 
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reactivity and selectivity of enzymes. The predictions of our theory will be tested in a few enzymatic systems. 
In particular, the thermodynamic driving force dependence of the enzymatic activity will be investigated. 
Other single-molecule assays will be developed.  

•  We will study the molecular mechanism of allostery through single-molecule experiments.  
 

Publications in 2004-2007 supported by DOE/BES 
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(13) Min, Wei; Xie, X. Sunney; Bagchi, Biman "Two Dimensional Reaction Free Energy Surfaces of 

Catalytic Reaction: Effects of Protein Conformational Dynamics on Enzyme Catalysis," J. Phys. 
Chem. B, submitted (2007). 

(12) Luo, Guobin; Wang, Mina; Konigsberg, William H.; Xie, X. Sunney "Single-molecule and 
ensemble fluorescence assays for a functionally important conformational change in T7 DNA 
polymerase," PNAS, 104, 12610-12615 (2007).  

(11) Min, Wei; Gopich, Irina V.; English, Brian P.; Kou, Sam C.; Xie, X. Sunney; Szabo, Attila 
"When Does the Michaelis-Menten Equation Hold for Fluctuating Enzymes?" J. Phys. Chem. B, 
110, 20093-7 (2006). 
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Dynamic Disorder of Biochemical Reactions," Phys. Rev. E 73, 010902 (2006).  

(8) Min, Wei; Jiang, Liang; Yu, Ji; Kou, S.C.; Qian, Hong; Xie, X. Sunney "Nonequilibrium Steady State 
of a Nanometric Biochemical System: Determining the Thermodynamic Driving Force from Single 
Enzyme Turnover Time Traces," Nano Lett. 5, 2373-2378 (2005). 
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(6) Debnath, Pallavi; Min, Wei; Xie, X. Sunney; Cherayil, Binny J. "Multiple Time Scale Dynamics of 
Distance Fluctuations in a Semiflexible Polymer: A One-dimensional Generalized Langevin Equation 
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Program Scope 
 
Our research is focused on the use of single-molecule high spatial and temporal resolved techniques to 
understand molecular dynamics in condensed phase and at interfaces, especially, conformational 
dynamics associated with electron and energy transfer. Single-molecule approaches are unique for 
heterogeneous and complex systems because the static and dynamic inhomogeneities can be identified, 
characterized, and/or removed by studying one molecule at a time. Single-molecule spectroscopy reveals 
statistical distributions correlated with microscopic parameters and their fluctuations, which are often 
hidden in ensemble-averaged measurements. Single molecules (and molecular complexes) are observed in 
real time as they traverse a range of energy states, and the effect of this ever-changing "system 
configuration" on chemical reactions and other dynamical processes can be mapped. In this project, we 
focus on electron transfer reactions on solid surfaces (interfaces).  An understanding of the fundamental 
interfacial ET processes will be important for developing efficient light harvesting systems for solar 
energy transformation and be broadly applicable to problems in interface chemistry and physics, and it is 
particularly powerful to study such heterogeneous systems by site-specific spectroscopy at single-
molecule sensitivity and nanoscale specificity.   
 
In our research, we have been integrating two complementary methodologies; single-molecule 
fluorescence spectroscopy and scanning probe microscopy (STM and AFM) to study interfacial electron 
transfer dynamics in solar energy conversion.  We have been primarily focusing on studying electron 
transfer under ambient condition and electrolyte solution involving both single crystal and colloidal TiO2 
and related substrates.  The molecular level understanding obtained from the fundamental interfacial 
electron transfer processes is significant and important for developing efficient light harvesting systems 
for solar cells and broadly applicable to problems in interface chemistry and surface physics, including 
redox reaction through bacterial cell surfaces and solar conversion in photosynthetic membranes. 
 
Recent Progress and Future Plans 
 
Correlated topographic and spectroscopic imaging of single-molecule interfacial electron transfer at 
TiO2-electrolyte interfaces under solution.  Interfacial electron transfer (ET) plays an important role in 
many chemical processes.  For example, interfacial ET in TiO2-based systems is critical to solar energy 
technology, catalysis, and waste water treatments. However, the microscopic mechanism of interfacial ET 
is not well understood with regard to atomic surface structure, molecular structure, bonding, orientation, 
and molecular motion. The complexity comes from both spatial and temporal inhomogeneities of the 
interfacial ET dynamics.  We have applied single-molecule spectroscopy combined with AFM/STM 
imaging at room temperature under electrolyte solution to single-molecule studies of photo-sensitized 
interfacial ET processes in porphyrin-TiO2 nanoparticle systems (Figure 1A and 1B). We have 
demonstrated STM imaging of single-molecule porphyrin derivative molecules under electrolyte solution 
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on an Au surface, and the redox states of the molecules can be controlled by a potential applied to the 
substrate surface (Figure 1C), and we have obtained both single-molecule fluorescence images and 
topographic images (Figure 1C and 2A) from porphyrin derivative molecules (Figure 1D).   
 

Figure 1. Correlated single-molecule 
scanning probe microscopy imaging and 
spectroscopic imaging of 
porphyrin/TiO2 interfacial electron 
transfer dynamics under ambient 
conditions.  (A) Schematic description 
of the interfacial electron transfer 
dynamics involved with both forward 
and backward electron transfers:  
Forward electron transfer from the 
excited state of the porphyrin derivative 
molecules to the conduction band or 
enegetically-accesible surface states of 
TiO2 single-crystals and nanoparticles; 
and backward electron transfer from 
TiO2 to surface adsorbed porphyrin 
derivative molecule cations.   (B) 
Correlated AFM/STM single-molecule 
imaging and single-molecule 
fluorescence imaging microscopy.  The 
AFM/STM microscope and single-

molecule fluorescence imaging microscope are coupled in an over-and-under configuration for imaging 
the same nanosclae local sample area with single-molecule topographic and spectroscopic sensitivity, 
respectively.  The STM imaging can also identify the redox state of the single-molecules.  The features on 
the image are TiO2 nanoparticles (~12±4 nm).  (C) STM imaging (150 Å X 150 Å) of single-molecule 
porphyrin derivative molecules on an Au surface at a potential of 0.09 VSCE and under 100 mM H2SO4 
solution.  (D) Molecular structure of the porphyrin derivative molecules that involve interfacial electron 
transfer on TiO2 surfaces.   

 
To decipher the underlying mechanism of the interfacial electron transfer dynamics, our on-going study 
of porphyrin interfacial electron transfer on single crystal TiO2 surfaces will be continued by combining 
single-molecule fluorescence spectroscopy, AFM, and STM imaging.  Our study will focus on 
understanding the interfacial electron transfer dynamics at specific crystal sites (kinks, planes, lattices, 
and corners) with high-spatially and temporally resolved topographic/spectroscopic characterization at 
individual molecule basis.  In the future, we will further investigate single-molecule electronic coupling, 
electron transfer driving force, and back electron transfer dynamics in order to characterize the molecular-
level origins of the inhomogeneous and complex interfacial electron transfer dynamics in the solar energy 
conversion system.  Our experimental measurements will focus on electron transfer involving individual 
molecules, dimers, and small clusters of adsorbed molecules, on TiO2 surfaces, under ambient conditions. 
AFM metal-tip and STM imaging will be performed on identical sites to extract dynamical data at a 
molecular spatial resolution. Using this approach, correlated information on the adsorption-site structure, 
molecular orientation, electronic structure, and single-molecule interfacial electron transfer dynamics will 
be obtained for the forward and backward electron transfer reactions.  
 
Probing and analyzing single-molecule interfacial electron transfer dynamics.  We have probed and 
characterized photo-induced single-molecule interfacial electron transfer processes in porphyrin-TiO2 
nanoparticle (NP) systems, using time-correlated single photon counting coupled with scanning confocal 
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fluorescence microscopy (Figure 2A). Fluorescence intensity trajectories of individual dye molecules 
adsorbed on TiO2 NP surface showed fluorescence fluctuations and blinking, with time constants 
distributed from milliseconds to seconds (Figure 2B). We have also recorded the photon stamping single-
molecule fluorescence trajectories to probe single photon arrival times and the photon delay times 
between photon to photon. We identified that the photons were all emitted from the S1  S0 radiative 
transition when there is no electron transfer occurred, and the lag time between photon to photon is 
related to the back electron transfer time.  We attributed the fluorescence fluctuations to the interfacial ET 
reaction rate fluctuations in competing with the nanosecond excited-state relaxation of the dye molecules, 
associating redox reactivity intermittency with the fluctuations of molecule-TiO2 electronic and vibronic 
coupling. Intermittent interfacial ET dynamics of individual molecules, beyond the conventional kinetic 
scope, could be a characteristic of the surface chemical reactions strongly involved with and regulated by 
molecule-surface interactions. The fluorescence fluctuation dynamics were found to be inhomogeneous 
from molecule to molecule and from time to time, showing significant static and dynamic disorders in the 
interfacial ET reaction dynamics. The intermittent interfacial reaction dynamics that likely occur among 
single molecules in other interfacial and surface chemical processes can typically be observed by single-
molecule studies, but not by conventional ensemble-averaged experiments.  For the first time, we have 
observed that the back ET reactivity shows a strong memory effect, i.e., high reactivity likely follows 
high reactivity, and low reactivity follows low reactivity (Figure 2C and 2D).  The origin of the memory 
effect is attributed to the electronic coupling fluctuation associated with molecular thermal motions.  To 
decipher the underlying mechanism of the intermittent interfacial electron transfer dynamics, we plan to 
study porphyrin interfacial electron transfer on single crystal TiO2 surfaces by using ps and sub-ps pump-
probe ultrafast single-molecule spectroscopy.  Our study will focus on understanding the interfacial 
electron transfer dynamics at specific crystal sites (kinks, planes, lattices, and corners) with high-spatially 
and temporally resolved topographic/spectroscopic characterization at individual molecule basis.   

 
Figure 2: Single-
molecule imaging and 
spectroscopy studies of 
interfacial electron 
transfer dynamics. (A) 
Single molecule 
porphyrin fluorescence 
image (10 μm X 10 μm) 
on a TiO2 nanoparticle 
covered glass surface.  
The peaks are from the 
fluorescence photon 
counting of individual 
porphyrin molecules. 
(B) Single-molecule 
fluorescence intensity 
time trajectory.  The 
fluctuating intensity 
reflects the intermittent 
electron transfer 

activity: when the electron transfer activity is high, the fluorescence intensity is low; and vise versa. (C) 
Autocorrelation function of photon-pair time during high interfacial electron transfer activity period.  The 
index number of consecutive pair times is “m.”  The decay time of τm=150 indicates that there is a 
memory time between the electron transfer active periods, i.e., a longer ET active time likely follows a 
longer ET active time, and a shorter ET active time likely follows a shorter ET active time.  The memory 
effect exponentially decays to zero at a decay index of 150 consecutive ET active times.  (D) A 2D plot of 
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consecutive photon-pair times (tpair-time(i) vs tpair-time(i+1)) shows a memory effect evidenced by the higher 
population of data points along the diagonal region. 
 
We will further develop our new approach that combines complementary techniques: single-molecule 
time-resolved fluorescence spectroscopy and scanning tunneling microscopy imaging to analyze the 
spatially and temporally complex interfacial ET dynamics.  Our experimental measurements will focus on 
electron transfer involving individual molecules, dimers, and small clusters of adsorbed molecules, on 
TiO2 surfaces, under ambient conditions. The adsorbed molecules will be selected porphyrin and perylene 
derivatives. The substrates will consist of single-crystal and thin film rutile and anatase. AFM metal-tip 
and STM imaging will be performed on identical sites to extract dynamical data at a molecular spatial 
resolution. Using this approach, correlated information on the adsorption-site structure, molecular 
orientation, electronic structure, and single-molecule interfacial electron transfer dynamics will be 
obtained for the forward and backward electron transfer reactions.  
 
Revealing fluctuating solar energy conversion process in native photosynthetic membrane under 
ambient condition.  The mechanism by which light is converted into chemical energy in a natural 
photosynthetic system has drawn considerable research interest.  Using single-molecule fluorescence 
spectroscopy and AFM microscopic imaging, we have observed: (1) light harvesting complex proteins 
form short linear assemblies (aggregates) in native photosynthetic membranes, and (2) the inter-molecular 
protein fluorescence resonant energy transfers (FRET) amongst light harvesting proteins I and II (LH1 
and LH2) in bacterial photosynthetic membranes is intermittent or highly fluctuating.  The LH2 protein 
aggregation is typically 5±2 proteins per aggregate.  Our results suggest that the light harvesting complex 
proteins typically (~70% ±10% of the population) exist as linear aggregates in the photosynthetic 
membranes.  Using two-channel FRET photon-counting detection and a novel two-dimension cross-
correlation function amplitude mapping analysis, we revealed fluorescence intensity and spectral 
fluctuations of donor (LH2) and acceptor (LH1) fluorescence involving FRET. Our results suggest that 
there are dynamic coupled and non-coupled states of the light-harvesting protein assemblies in 
photosynthetic membranes.  The light-harvesting complex assembly under ambient conditions and under 
water involves dynamic inter-molecular structural fluctuations that subsequently disturb the degree of 
energy transfer coupling between proteins in the membrane.  Such intrinsic and dynamic heterogeneity of 
the native photosynthetic membranes, often emerged under the overall thermally-induced spectral 
fluctuations and not observable in an ensemble-averaged measurement, likely plays a critical role in 
regulating the light harvesting efficiency of the photosynthetic membranes.  Single-molecule fluorescence 
lifetime measurement and correlated AFM/STM characterization will be applied to identify the optical 
coupling of the linear aggregation.  The outcome of this study will likely have a high impact and will 
significantly enhance our knowledge about how the solar energy is harvested and converted in nature. 
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Program Scope 
The long-term objective of this research is to develop a fundamental 

understanding of processes, such as transport mechanisms and chemical transformations, 
at interfaces of hydrogen-bonded liquids. Liquid surfaces and interfaces play a central 
role in many chemical, physical, and biological processes. Many important processes 
occur at the interface between water and a hydrophobic liquid. Separation techniques are 
possible because of the hydrophobic/hydrophilic properties of liquid/liquid interfaces. 
Reactions that proceed at interfaces are also highly dependent on the interactions between 
the interfacial solvent and solute molecules. The interfacial structure and properties of 
molecules at interfaces are generally very different from those in the bulk liquid. 
Therefore, an understanding of the chemical and physical properties of these systems is 
dependent on an understanding of the interfacial molecular structure. The adsorption and 
distribution of ions at aqueous liquid interfaces are fundamental processes encountered in 
a wide range of physical systems. In particular, the manner in which solvent molecules 
solvate ions at the interface is relevant to problems in a variety of areas.  Another major 
focus lies in the development of models of molecular interaction of water and ions that 
can be parameterized from high-level first principles electronic structure calculations and 
benchmarked by experimental measurements.  These models will be used with 
appropriate simulation techniques for sampling statistical mechanical ensembles to obtain 
the desired properties. 
 

Progress Report (2004-2007) 
The progress report given by Christopher Mundy (marked with an asterisk) was work that 
was performed independently while he was at Lawrence Livermore National Laboratory 
until 2006. For completeness Mundy’s work at LLNL is included because it demonstrates 
a clear relationship to BES funded previous and future work. 
 
Characterization of aqueous liquid-vapor interface with DFT based interaction 
potentials*: We performed the first ab initio molecular dynamics calculation of the 
aqueous liquid-vapor interface giving a full elucidation of the electronic states and the 
concomitant reactivity. 1,2 In order to make indirect contact with recent x-ray absorptions 
studies3, we computed the local hydrogen-bond populations at the interface and compared 
to results in the bulk. Our findings indicate the presence of the so-called “acceptor-only” 
moiety as well as an abundance of the well characterized “single-donor” species. 
Remarkably, the density functional theory (DFT) interaction potentials reproduced the 
surface expansion at the vicinity of the liquid-vapor interface that manifests itself in 
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lengthening of the average oxygen-oxygen that was measured in recent x-ray absorption 
experiments (XAS).4 A recent, detailed follow-up study directly compared DFT results to 
standard empirical potentials for water (including polarizable models). This study 
confirmed the DFT results of and enhanced population of the “acceptor-only” moiety in 
the vicinity of the liquid-vapor interface. It was found that the hydrogen-bond 
populations were independent of the interaction potential being used.5  
 
Probing the statistical mechanics of ab initio interaction potentials with Gibb’s ensemble 
Monte Carlo*: The simulation of the liquid-vapor interface in the standard slab geometry 
(for example, see Mundy and Kuo2) will allow for the density in the center of the slab to 
equilibrate to the density prescribed by the underlying interaction potential. In the case of 
the DFT interaction potential, the density of bulk water at 300K and 1 atm was found to 
be significantly less than 1 g/cc. In fact, given the fact that DFT interaction potentials do 
not contain attractive forces due to dispersion, it is not clear that DFT is able to produce a 
stable liquid phase. Thus, in order to probe the statistical mechanics of DFT interaction 
potentials, new algorithms combining smart Monte Carlo moves with electronic structure 
calculations were developed. To this end, we performed the first ab initio Monte Carlo 
simulations providing benchmark calculations on the structure and thermodynamics of 
liquid water.6-8 Our findings are consistent with those in the original interface study9 with 
a DFT interaction potential giving a density of liquid water at ambient conditions of 
roughly .9 g/cc.  
 
Development of DFT-based models of polarization*: Our previous attempt to construct a 
polarizable model based on the sound DFT methodology was applied to molten salts 
where polarization is known to be important. 10 This first attempt was able to produce a 
working model of alkali-halide salts using an empirical potential fit to DFT runs, and 
polarizable parameters (e.g., basis functions, hardness, and electronegativity) fit to DFT 
linear-response calculations. Although the model was successful, the parameterization 
was cumbersome and a new approach had to be devised. To this end, we provided a pure 
DFT based model where the only input parameters were based on fits of the response 
basis functions, hardness, and electronegativity to simple atomic calculations. This model 
provided the same quality of results that were obtained from our original work where we 
fit to CPMD data using a simple parameterization scheme.11  

Future directions 
Calculation of the surface potential for liquid-vapor interfaces. The electrostatic potential 
at the coexisting liquid-vapor phases is another sensitive probe of the structure of the 
fluid interface. Moreover, it is a quantity that cannot easily be measured and there is even 
some controversy as to the over-all sign of the surface potential from both theory and 
experiment.12  The importance of understanding the origins and the sign of the surface 
potential has far reaching implications of understanding the free-energies of ion solvation 
and the hydrophobic interactions.13,14 In light of the new conventional wisdom emerging 
on the structure of ions at aqueous interfaces and interfacial structure of neat water and 
neat methanol interfaces, knowledge of the surface potential provides a piece of the 
fundamental chemical physics of hydrogen-bonded fluids. Although there have been 
many attempts to compute the surface potential using both fixed charge and polarizable 
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models yielding qualitative agreement between studies,15-19 it has been suggested that 
without the explicit treatment of electrons, the computed surface potential could yield a 
different relative sign.14,16-18 Our goal is to perform the calculation of the surface potential 
of methanol and water using DFT interaction potentials. These calculations will be used 
to further judge the accuracy and transferability of DFT applied to heterogeneous 
environments. Moreover, the degree to which the surface potential is non-monotonic in 
the vicinity of the interface will be examined without assumptions on the form of the 
electronic multipoles used to describe the electrostatic interactions. Using liquid-vapor 
interface trajectories of water and methanol obtained using DFT interaction potentials, we 
propose to compute the electrostatic potential resulting from the electron and core 
charges within DFT. It is this potential that will be averaged and integrated to obtain the 
electrostatic potential (and electric field) as a function of the interfacial coordinate. This 
methodology can be used in conjunction with configurations of ionic aqueous solutions to 
generate surface potentials of aqueous systems relevant to experiment in order to help 
resolve the discrepancies between experiment and theory.12,14 
 
Development of a intermolecular interactions based on a self-consistent treatment of 
polarization within a minimal basis set density functional theory (DFT):  The ability to 
perform high-quality statistical mechanical analysis using interaction potentials based on 
first-principles is in its infancy.  Although there are many well formulated statistical 
sampling methods in the literature that have been utilized with classical empirical 
interaction potentials, the treatment of charge transfer and bond breaking is imperative 
when investigating complex chemical reactions and structure that are present at the 
interfaces of hydrogen bonding fluids.  In order to routinely perform large calculations on 
interfaces using first-principles interaction potentials, we will take full advantage of the 
existing framework for parallelization and fast electronic structure that is currently 
present in CP2K (www.cp2k.berliose.de).  It is well known that minimal basis set DFT 
poorly describes hydrogen bonding and weak electrostatic complexes. However, the 
relative efficiency compared to the use of larger basis sets (e.g. double and triple zeta 
with polarization) in conjunction with state of the art diagonalization routines make 
minimal basis set methods attractive to study large condensed phase systems where 
charge transfer and chemistry can be dominant.  In our proposed work, we will attempt to 
understand and improve the description of hydrogen bonding within a minimal basis set 
approach with the addition of a self-consistent polarization term that can be identified 
with the quadratic polarization self-energy of empirical models (e.g. linear response).  
This identification will allow us to make a direct comparison to polarizable empirical 
models and existing self-consistent tight-binding methods.  By making a correspondence 
between DFT methods and empirical methods, we expect to be able to add extra 
polarization terms, capturing the diffuse nature of the electronic wave function in a self-
consistent manner, and thus developing a “self-consistent polarization DFT” (SCP-DFT) 
theory. Furthermore, within this theoretical framework, a consistent expression for the 
dispersion energy that is based on second-order perturbation theory can be formulated. 
This is an extension of an approach that has already been applied to DFT and forms that 
basis of empirical generalizations of London dispersion 20,21.  
 
 (1) Kuo, I. F. W.; Mundy, C. J. Science 2004, 303, 658-660. 
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Interfacial Oxidation of Complex Organic Molecules 
G. Barney Ellison — (Grant DE-FG02-93ER14364) 

We have fabricated a new experiment to study the oxidation of surfactants 
coating water droplets.1 This instrument is designed to produce a stream of 
saline-water droplets that are coated with organics, to size-select them, and to 
inject them into an atmospheric flow tube where they will be dosed with OH 
radicals. The resulting oxidized particles will be analyzed with a mass 
spectrometer.  

The instrument we have built is a novel mass spectrometer that can 
analyze a stream of µm-sized saline-water droplets that are coated with a film of 
surfactants.1 These particles are entrained in a flow tube in a stream of dry air 
(20% O2/80% N2) at 1 atm pressure. We plan to oxidize these surfactant-coated 
droplets with OH/O2 radicals. Micron-sized saline-water droplets are coated 
with the salt of an organic acid such as SDS or lauric acid, CH3(CH2)10CO2

—Na+. 
We use an atomizer to produce a stream of particles that are dried and size-
selected with a differential mobility analyzer (DMA). The DMA is selected to 
pass particles with ddry = 0.62 nm. The stream of mondisperse particles emerging 
from the DMA is re-humidified and the dried Na+NO3

—/surfactant particles will 
grow to 1 µm at 80% relative humidity (RH). Our device generates about 104 
droplets cm-3. The resulting saline-water droplets are entrained in a stream of air 
(Vstream ≅ 10 cm sec-1) in a flow tube with the RH carefully regulated at 80%.  

 A 1 µm saline-water, organic aerosol contains roughly 1010 waters in the 
core and carries about 107 surfactant CH3(CH2)10CO2

— ions at the 
droplet/atmosphere interface. The heat of vaporization of water is 40.7 kJ mol-1 
so it takes roughly 1 nJ to vaporize a 1 µm aqueous droplet. The absorption 
spectrum of bulk water2 is shown in the Fig. to the left. Because 3400 cm-1 is not 
resonant with any modes of a carboxylic acid, the droplet mass spectrometeri 

                                                 
1 Luis A. Cuadra-Rodriguez, Bradley A. Flowers, Donald E. David, Stephen E. 
Barlow, Alla Zelenyuk, and G. Barney Ellison, “Mass spectroscopy of saline-
water droplets”, J. Chem. Phys. (in preparation, 2007). 
 
2 W. H. Robertson & M. A. Johnson, Annu. Rev. Phys. Chem. 54, 173 (2003). 
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uses an OPO IR source to 
dissociate these aqueous 
droplets. The LaserVision 
OPO is pumped by a YAG 
laser and delivers 30 
mJ/7nsec of 2.94 µm (3400 
cm-1) radiation focused to a 1 
mm spot. The imaginary part of the refractive index of water provides the 
absorption coefficient and a 1 µm droplet will absorb 18 nJ of the 10 mJ pulse. 
There are no organic vibrational modes that are resonant with the 3400 cm-1 
radiation. The absorption coefficient of water, α(H2O, 2.93 µm), is measured to be 
0.88 µm-1 so the penetration depth is roughly 1.1 µm. Consequently all of the 18 
nJ will be absorbed by the saline-water core of the particle. The surfactant-coated 
droplet will completely dissociate and release the surfactant negative ions for 
analysis by a quadrupole mass filter. 

A schematic diagram of this droplet mass spectrometer is shown below. 
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We have a major problem of the clustering of the surfactant anions to 
water. Extensive water-clustering of our target species will obscure the OH 
radical chemistry. We have built a drift region following the laser/aerosol 
dissociation region. The drift cell operates at about 100 Td and it will gently 
dissociate the RCO2

—(water clusters)n. Photodissociation of a 1 µm droplet in the 
drift cell will release 107 ions and a gentle extraction lens (200 V cm-1) will collect 
the resultant RCO2

— ions into a quadrupole mass filter.  

My student Luis Cuadra-Rodriguez continues to spend several months 
visiting EMSL at the Pacific Northwest National Laboratories where he works in 
Dr. A. Zelenyuk’s laboratory. Some of the results from Cuadra-Rodriguez’s visits 
to PNNL are described3 4 by two papers; other results were reported5 6 7 8 at 
several national meetings. 

                                                 
3 Alla Zelenyuk, Dan Imre, and Luis A. Cuadra-Rodriguez, “Evaporation of 
Water from Particles in the Aerodynamic Lens Inlet: An Experimental Study”, 
Anal. Chem. 78, 6942-6947 (2006). 
 
4 Alla Zelenyuk, Dan Imre, Luis A. Cuadra-Rodriguez, and Barney Ellison, 
“Measurements and interpretation of the effect of a soluble organic surfactant on 
the density, shape and water uptake of hygroscopic particles”, J. Aerosol 
Sci., (2007). doi: 10.1016/j.jaerosci.2007.06.006 (2007). 
5 Cuadra-Rodriguez, L. A., Zelenyuk, A., Imre, D., and Ellison B. (2006). The 
Effect Of Organic Surfactants On The Properties Of Common Hygroscopic 
Particles: Effective Densities, Reactivity And Water Evaporation Of Surfactant 
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Program Scope 

 
The long-term objective of this project is to advance the understanding of the relation 

between detailed descriptions of molecular interactions and the prediction and characterization of 
macroscopic collective properties. To do this, we seek to better understand the relation between 
the form and representation of intermolecular interaction potentials and simulation techniques 
required for statistical mechanical determination of properties of interest. Molecular simulation 
has the promise to provide insight and predictive capability of complex physical and chemical 
processes in condensed phases and interfaces. For example, the transport and reactivity of 
species in aqueous solutions, at designed surfaces, in clusters and in nanostructured materials 
play significant roles in a wide variety of problems important to the Department of Energy.  

We start from the premise that a detailed understanding of the intermolecular interactions 
of a small collection of molecules, through appropriate modeling and statistical analysis, will 
enable us to understand the collective behavior and response of a macroscopic system, thus 
allowing us to predict and characterize thermodynamic, kinetic, material, and electrical 
properties. Our goal is to improve understanding at the molecular level in order to address 
increasingly more complex systems ranging from homogeneous bulk systems to multiple phase 
or inhomogeneous ones, to systems with external constraints or forces. Accomplishing this goal 
requires understanding and characterization of the limitations and uncertainties in the results, 
thereby improving confidence in the ability to predict behavior as systems become more 
complex. 

 
Recent Progress  

 
In our efforts to understand the balance between the complexity of molecular interaction 

and appropriate simulation techniques we have explored the quantum statistical mechanical 
treatment of nuclear degrees of freedom. Using the recently developed TTM2-F (2.1) flexible 
model for water that has been parameterized to reproduce the electronic Born-Oppenheimer 
energy surface determined from converged electronic structure calculations, quantum statistical 
path integral simulation techniques were employed to recover the radial distribution functions to 
be compared to experimental X-ray and neutron scattering measurements.12 Quantitative 
agreement between simulation and measurement is seen for the peak position and width when 
quantum statistical mechanical sampling is taken into account. The heat of vaporization for this 
model of water predicts a value of 11.2 kcal/mol compared to the experimental measurement of 
10.5 kcal/mol. This difference may be accounted for by improving the description of 

94



intramolecular vibrational frequency shifts and has motivated the development of a next 
generation of water models to be used with quantum statistical mechanical simulation by 
Xantheas et al. 

 In a related effort, we considered the quantum statistical mechanical effects on the phase 
equilibria of water. Gibbs ensemble Monte Carlo coupled with Feynman path integration was 
employed using a TIP4P rigid model for water.9 Using the same molecular interaction, the 
quantum statistical mechanical simulation had lower liquid densities and higher vapor densities 
than the classical statistical mechanical simulation, resulting in a narrowing of the phase 
envelope. This corresponded to a 22K shift in the temperature of the system. (Figure 1) 

 

In developing interaction potentials that can be used to describe ion-water interactions, 
we have recently focused on the relation between accurate ab initio electronic structure 
calculations of aqueous ion clusters, extended X-ray absorption fine structure (EXAFS) 
measurements and empirical potentials used in molecular simulation. A series of Ion-Water 
intermolecular potentials have been evaluated through comparison to EXAFS measurements. 
These include Ca2+, Sr2+,a  K+,7and Cl-.13  In all of these studies of the solvation of ions, the 
water-water interactions are described by the Dang-Chang rigid-body polarizable potential.b In 
this work an ensemble of configurations is generated using the empirical potential and molecular 
dynamics simulation. From this ensemble, a series of electron multiple scattering calculations are 
performed using the FEFF8 codec to generate a configuration averaged EXAFS spectra. The fine 
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Figure 1a) Quantum phase equilbria of water. 

Figure 2a) Ca2+(aq) EXAFS. 

Figure 1b) Low density quantum phase equilbria of water. 

Figure 2b) K+(aq) EXAFS. Figure 2c) Cl- (aq) EXAFS. 
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0
, where µ is the X-ray absorption, µ0 is the background and Δµ0 is 

absorption edge jump. Quantitative agreement is recovered between experimental measurements 
(Exp) and ensemble averaged fine structure (MD-EXAFS) (See Figure 2).  
 
Future Plans 

 
In future studies we will consider the influence of molecular interaction between ion-

pairs. Our challenge is to be able to account for changes in features in EXAFS measurement as a 
function of solute concentration. We have carried out some preliminary simulations of the 

concentration 
dependence of HCl 
using a rigid model 
of H3O+. The goal is 
that EXAFS will 
allow us to better 
characterize H3O+ 
Cl- ion pairing in 
aqueous solution. 
With this simplified 
model, we are able to 
see features in the 
radial distribution 
function as a 
function of 

concentration. 
(Figure 3a) These features are reflected in the Fourier transform of the fine structure, χ(r). 
(Figure 3b)  We will also study CaCl2 and AgCl solutions as a function of concentration, 
building empirical potentials and developing a description of molecular interaction that is 
consistent with electronic structure calculations and experimental EXAFS measurements.  

In an additional extension of our bulk EXAFS analysis, we will attempt to understand the 
influence of an interface on the observed ion solvation structure and how it manifests itself in an 
EXAFS measurement. It has been established that at an aqueous vapor-liquid interface the 
oxygen-oxygen distances expand. Initial analysis of ions at the vapor-liquid interface indicate 
that ion-oxygen distances contract. In future work we will investigate if these changes in the 
solvation structure can be observed from EXAFS measurements. 

 
Collaborators on this project include C. D. Wick, S. M. Kathmann, C. J. Mundy, S. S. Xantheas, 
L. X. Dang, V.-A. Glezakou, J. Fulton, and Y. Chen. Battelle operates Pacific Northwest 
National Laboratory for the U. S. Department of Energy. 
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Model Catalysis by Size-Selected Cluster Deposition
Scott Anderson, Chemistry Department, University of Utah, 315 S. 1400 E. Rm. 2020, Salt Lake City,
UT 84112.  anderson@chem.utah.edu

Program scope:  We are interested in understanding the effects of cluster size on physical and chemical
properties of planar model catalysts prepared to depositing size-selected cluster ions on well defined
substrates in ultra-high vacuum.  Tool available include a variety of pulsed and temperature-programmed
mass spectrometric techniques, x-ray photoelectron spectroscopy (XPS), Auger electron spectroscopy
(AES), ion scattering (ISS), and infrared reflection absorption spectroscopy (IRAS).  The goal is produce
model catalysts that are well characterized, and where properties such as metal loading, substrate defect
density, and metal cluster size can be varied independently, allowing us new insights into these very
complex systems.
Recent Progress
During the past year, the focus of our DOE supported work has been on the gold/TiO2 system,
specifically on CO oxidation catalysis and adsorption behavior of water and its effects gold sintering
behavior.  We have also begun to examine supported gold clusters using a type of single-electron
tunneling spectroscopy, in collaboration with Clayton Williams in the U. of Utah Physics Department.
1. Instrument upgrades

To facilitate the microscopy experiments we designed a new sample holder system that allows us
to exchange sample in vacuum, between our instrument's load/lock chamber and a UHV transfer chamber,
which also interfaces to the microscope.  The new sample holder has facilities for e-beam heating of the
samples, and better and faster cooling.  The latter is really not needed for the microscopy work per se,
however, it allow us to do surface science experiments on the same samples used in the microscopy.
2. Aun/TiO2.

In past work, we found that Aun deposited on vacuum-annealed TiO2 did not sinter significantly
on the time scale of our experiments.  Later STM experiments agreed with the exception of Au atoms,
where they observed substantial sintering under nominally identical conditions.  Our speculation was that
some contaminant was affecting the other groups' results by binding to vacancy sites present on the
vacuum-annealed surface, thereby preventing them from binding Au.  We thought that the fast time scale
of our experiments might explain why our experiments suffered from this problem less than the STM
experiments.  Recent work by the Besenbacher and Hammer groups1 pointed to water as the likely culprit,
and since this is an important issue in our of use of ISS for morphological probing, we felt the need to get
a definitive answer.

We used temperature-programmed desorption (TPD) to monitor water dissociation,
recombination, and desorption on TiO2 and Au/TiO2, and ion-scattering spectroscopy (ISS) to look at
morphology changes in the gold induced by water adsorption either before or after gold deposition. One
of the instrumentation problems was instabilities and poor time resolution (related to pumping speed) with
the TPD mass spectrometer, resulting in mediocre signal/noise and broadened TPD peaks.  In the end we
had to repeat most of the experiments with the repaired mass spectrometer in order to have a complete set
of data under consistent conditions.  This work is completed and a paper has been submitted to J. Phys.
Chem.

To summarize: water adsorption/desorption behavior was studied for clean, vacuum-annealed
TiO2(110) and for the same TiO2 sample with 0.05 ML-equivalent of Au deposited as Au+.  H2

18O was
used so that we could examine molecular vs. dissociative chemisorption, and in the latter case measure
the extent of oxygen isotope scrambling.  There are three main water desorption features, consistent with
previous studies of water TPD from rutile TiO2(110).2,3 A peak centered at ~250 K is assigned to water
desorbing from five-coordinate Ti ("5cTi") sites.  A 164 K peak is assigned as water desorbing from two-
coordinate O2- ("2cO" = bridging oxygen) sites.  Both of these sites are present in the perfect,
stoichiometric surface, and one water molecule in each site constitutes complete monolayer coverage. 
The integrated intensity of the 5cTi and 2cO desorption features are nearly identical, as expected because
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each TiO2 unit cell has one of each site.  If sufficient water is deposited, there is also a peak at ~150 K
attributed to water adsorbed in multilayer (mostly 2nd layer) sites.  For most experiments, the water dose
(~ 6 L = ~5 H2

18O/unit cell) was chosen such that the 5cTi and 2cO sites are saturated, and there is
significant water adsorbed into the multilayer.  The presence of the multilayer peak is important in the
data analysis because it is safe to assume that these water molecules desorb intact without 18O/16O
exchange, and therefore the mass spectrum of this desorption feature provides an internal standard for
estimating background from cracking/exchange in the mass spectrometer.   If sufficient water is adsorbed,
we also observe the amorphous-to-crystalline phase transition in the multilayer, as described by Kay and
co-workers.4  For all the main desorption features discussed above, there is no isotope scrambling,
implying that water in these sites is bound molecularly.

In analogous experiment done on TiO2 with 0.05 ML-equivalent of Au deposited as Au+ (the
"Au/TiO2" sample), there is one Au atom for every TiO2 ~8 unit cells, thus we might expect to see a peak
for water desorption from Au sites with intensity ~13% of that for the 5cTi or 2cO sites, along with a
concomitant decrease in the 5cTi or 2cO desorption features.  No distinct peak is observed for water/Au
sites, and the 5cTi and 2cO peak intensities are unchanged, suggesting that desorption from Au sites on
Au/TiO2 is buried under one of the peaks for water desorbing from the TiO2 surface.   There is no
significant effect of Au on either the multilayer or 2cO peaks, however, close inspection shows that the
peak for water at 5cTi sites is shifted slightly to higher temperature for the Au/TiO2, compared to Au-free
TiO2.  Such a shift would occur if water binds to Au on TiO2 slightly more strongly than to the 5cTi sites,
resulting in a composite desorption feature shifted to higher temperature.  Alternatively, it is possible that
the presence of Au (~0.13 Au/unit cell) strengthens water binding to nearby 5cTi sites, resulting in a shift,
and that water desorption from Au, itself, occurs at lower temperatures.   As with clean TiO2, none of
these desorption features leads to significant isotope scrambling, indicating that they correspond to
molecular chemisorption.

In addition to the main desorption features,  both TiO2 and Au/TiO2 samples have a weak, broad
feature between 420 and 550 K where significant isotope scrambling is observed.  In previous work on
TiO2, this feature was assigned to recombinative desorption of water dissociatively chemisorbed at
oxygen vacancy sites.3,5,6  The combined (H2

18O + H2
16O) intensity of this recombinative desorption

component is ~6 % of the intensity of the 5cTi component for the clean, gold-free TiO2 sample. 
Assuming, following previous authors3,6, that this component corresponds to water dissociatively
adsorbed at defects, primarily oxygen vacancies, then the results suggest that ~6 % of unit cells have a
vacancy, mostly among the bridging oxygen sites.  This vacancy density is similar to what has been
estimated  by other researchers based on STM7 and TPD8, and consistent with the density we estimate
from XPS.   

For the Au/TiO2 sample, there is clearly considerably less recombinative desorption in the
temperature range from 400 - 550 K compared to TiO2 (~3% oxygen vacancy density for Au/TiO2,
comparing with ~6% for TiO2).  As noted above, recombinative desorption is attributed to water
dissociated at oxygen vacancy sites, and the vacancy density on both samples should be identical, because
they are prepared identically prior to Au deposition.   The difference in recombinative desorption signal
suggests, therefore, that Au partially blocks the dissociative chemisorption pathway, presumably by
binding at the oxygen vacancy sites.  Recombinative desorption is accompanied by significant but
incomplete 18O/16O isotope exchange, with nearly equal signals for H2

18O+ and H2
16O+. 

We also used ISS to examine the effects on Au binding and diffusion, of water adsorption, both
before and after deposition of Au.  In both cases, the ISS Au/substrate ratios indicate that substantial
sintering occurs at room temperature if water is allowed to hydroxylate the vacancy sites.  This is true
even if Au is bound into vacancy sites prior to water exposure.
Single electron tunneling

The goal of these experiments is two fold.  Having images, even if they show only the density of
clusters on the surface, with no atomic resolution, would provide us with an independent check of
whether or not the clusters remain intact, for comparison with ISS.  In addition, having some electronic
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structure information (potentials where tunneling transitions occur, band gaps, charging energies), would
be helpful in understanding the catalytic mechanisms.  For example, in Au/TiO2, there has been
considerable debate about the charge state of the gold, and how this relates to activity.  XPS can reveal
charge state, in principle, but the interpretation is complicated by large final state effects.

The microscope allows STM and tunneling spectroscopy to be done on insulating samples, which
is perfect for supported catalyst applications.  It works by tunneling a single electron back and forth
between sample and tip with an AC tunnel bias, rather than tunneling a DC current through the tip-sample
junction.  The operation mode is referred to as dynamic tunneling force microscopy (DTFM), and is
similar to an atomic force microscopy technique known as dynamic force microscopy (DFM), where the
tip is oscillated near, but not touching the surface, and the van der Waals force is measured as a change in
the tip resonance frequency.  In DTFM, the tip is biased, and as the tip approaches the surface, an electron
can tunnel to or from a state on the surface to the metallic tip.  Tunneling is detected by measuring the
small changes in tip-sample force that occur when a single electron tunnels.  Tunneling occurs only when
there is a state on the surface that is energetically accessible at the bias voltage applied, so essentially,
DTFM generates a map of electronic states on the surface.  Small clusters are expected to have both filled
and empty states near the Fermi level, and thus should be detectable this way.

In our initial experiments, we prepared samples of gold on HfSiOx, and transferred them to the
microscope in a UHV transfer system. The image shown below is of small gold clusters, but note that the
size of the clusters is not certain because in these initial experiments the samples were stored in the
microscope, heated to desorb adventitious adsorbates, so sintering is likely.  Nonetheless, the results are
encouraging.  The left image shows an AFM scan of the surface, showing relatively smooth topology
(The clusters are too small to see in AFM on a thick, and therefore rough oxide film).  The right image is
a DTFM scan of the same area on the surface.  Note the presence of six features in the DTFM image that
are not present in AFM.  This implies that there are regions where there are states on the surface not
related to topology, and in scans of gold-free substrates, these feature were not seen.  Furthermore, the
density of features is just what we would expect from the amount of gold deposited, within the
uncertainty of the size determination. 
We tentatively conclude that these are
DTFM images of gold clusters on the
surface.  The next step is to deposit
size-selected clusters and repeat.  Now
that we have found the right
conditions to locate small clusters with
DTFM, we should be able image the
surface fast enough to detect the
nascent clusters, without much
sintering.
Future Plans

One of the major findings in
our previous DOE-sponsored research
9 was that small gold clusters on reduced TiO2 (i.e., TiO2 with ~6% missing oxygen defects, prepared by
vacuum annealing) showed strongly size-dependent activity for CO oxidation.  It was necessary to expose
the samples to large O2 exposures to activate them.   One interesting question was what form the reactive
oxygen was in, and how it was bound to the gold.  Recent ab initio work by Hammer and co-workers10

investigated binding of gold (Au7 – the most active cluster in our work)  to the TiO2 surface, with the
surface in several different states.  On the reduced surface, they found large activation barriers to the CO
oxidation cycle, and this was also found to be true on a stoichiometric TiO2 surface.  Their finding was
that the reactive form of Au7/TiO2 had an over-oxidized TiO2 support, with O adatoms bound to the
surface, and gold clusters bound to them.  The O adatoms withdraw electron density from the gold, and
that leads (in the calculations) to a nearly barrierless CO oxidation catalytic cycle.  Our experiment was
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somewhat different from the calculations.  They added Au7 to the over-oxidized surface, whereas we
deposited Aun on the reduced surface, and then exposed to a large flux of O2.  Nonetheless, their
calculations raise the interesting possibility that what is happening in our experiment is that gold is
catalyzing O2 dissociation, and thus producing the over-oxidized surface.  Our current experiments are
aimed at testing this hypothesis.  We have shown11 that by annealing TiO2 at somewhat lower-than-
normal temperatures in O2, it is possible to generate TiO2 with substantial excess oxygen in the surface
layer.  It is also possible to get a smaller excess oxygen concentration by simply exposing vacuum-
annealed TiO2 to large doses of O2 at room temperature. 
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The Chemical Dynamics Beamline at the Advanced Light Source (ALS), is a synchrotron user facility 
dedicated to state-of-the-art investigations in combustion dynamics, aerosol chemistry, nanoparticle physics, 
biomolecule energetics, spectroscopy, kinetics, and chemical dynamics processes using tunable vacuum 
ultraviolet light for excitation or detection. The broad goals of the Chemical Dynamics Beamline are to 
perform high quality investigations in chemical physics and dynamics utilizing vacuum ultraviolet (VUV) 
light, while providing the user community with efficient access to the synchrotron and its sophisticated 
equipment, and at the same time fulfilling the missions and interests of the Department of Energy. 
 
Aerosol Chemistry - Ambient aerosols are known to play a significant role in a variety of atmospheric 
processes such as direct and indirect effects on radiative forcing. Chemical composition can be an important 
factor in determining the magnitude of these effects (optical density, hygroscopicity, etc.). However, a major 
fraction (80 – 90%) of organic aerosols can not be resolved on a molecular level. Recent identification of high 
mass oligomeric species as a major component in laboratory and ambient organic aerosols has received much 
attention due to the possibility that these species may account for much of the unknown organic mass in 
ambient aerosols. Although, a few mechanisms have been proposed, the origin and formation processes of 
these compounds remain largely unknown. Using VUV photoionization aerosol mass spectrometry we 
provide strong evidence for a previously unidentified mechanism of rapid oligomer formation, via OH radical 
initiated oxidation of organic aerosols. This process appears capable of converting a sizable fraction of an 
organic particle to higher mass oligomers within only a day of exposure to OH radicals at typical atmospheric 
concentrations. Furthermore, we have found that rapid volatilization, followed by oligomerization, is also 
important for specific reaction systems (i.e. n-alkane particles), and can lead to the loss of a large fraction (> 
60%) of the particle within a day of exposure to atmospheric OH. We propose that such a rapid processing 
(oligomerization and volatilization) is possible due to a radical chain reaction which quickly propagates 
throughout the entire particle and is only initiated by the surface OH reaction.   
  In addition to the oligomerization of primary particles, we have also found that OH radicals lead to 
the efficient generation of secondary organic aerosols (SOA). Using a coated flow tube reactor, rapid SOA 
formation is observed when an organic film (such as stearic acid) is exposed to OH radicals. In addition to 
films, we have also observed that OH oxidation of submicron organic particles also leads to similar SOA 
formation. These results suggest an entirely new, and very efficient, formation mechanism of SOA via OH 
radical oxidation of organic surfaces. Analysis of these SOA particles, via VUV photoionization mass 
spectrometry, suggests that they are chemically complex and perhaps oligomeric in nature. We suggest a 
potential mechanism for this process in which gas phase products, such as semi-volatile aldehydes and 
carboxylic acids, evolve from the oxidation of the organic films. Subsequent reactions of these volatile 
products with OH in the gas phase results in efficient SOA formation. This mechanism is supported by the 
observation that OH radical reactions with gas phase hexanal and nonanal leads to strong SOA formation. 
These results provide a direct link between volatile organic compounds produced by particle oxidation and 
SOA formation. 
  In other experiments, we have investigated the chemistry of particle surfaces coated in PAHs. The 
reaction between gas phase ozone and solid anthracene deposited at the surface of sodium chloride particles is 
studied by measuring both the particle size and chemical composition using a scanning mobility particle sizer 
(SMPS) and a VUV aerosol mass spectrometer. Experiments varying ozone concentration and anthracene 
coating thickness have been recorded to better understand the surface chemistry of semi-volatile PAHs. 
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Nanoparticle Physics- Velocity-map imaging (VELMI) photoelectron spectroscopy combined with 
synchrotron radiation allows simultaneous measurement of angular and kinetic energy release from ionization 

events. Detailed investigations were conducted on NaCl, KI, Au, and SiO2 nanoparticles 
(50–500nm). The kinetic energy release suggests that these ultra-fine particles exhibit, 
as expected for this size range, bulk-like electronic properties. However, a dramatic 
size-dependent asymmetry in the angular distributions of photoelectrons was observed 
for insulating nanoparticles. Simply, photoelectrons are preferentially emitted from the 
side of the particle illuminated by the photon beam. While these particles are too large 
to exhibit quantum size effects, their dimensions are on the order of the photon 
penetration depth and electron inelastic mean free path. To obtain a more rigorous 

quantitative explanation for these size dependent effects, we have initiated a collaboration with 
George Schatz (Northwestern). Schatz and coworkers have computed the internal electric field 
distribution explicitly using Mie theory in an effort to better understand the underlying physics of 
this interesting particle size-dependent asymmetry. 
 
Hydrogen bonded Clusters and microhydration of DNA bases - The photoionization dynamics of water 
clusters is a window into understanding the properties of water from the gas phase to bulk. Tunable vacuum 
ultraviolet (VUV) photoionization studies of water clusters are performed using 10 - 14 eV synchrotron 
radiation and analyzed by reflectron time-of-flight (TOF) mass spectrometry. The appearance energies of a 
series of protonated water clusters are determined from the photoionization threshold for clusters composed of 
up to 79 molecules. These appearance energies represent an upper limit of the adiabatic ionization energy of 
the corresponding parent neutral water cluster in the supersonic molecular beam. The experimental results 
show a sharp drop in the appearance energy for the small neutral water clusters (from 12.62 ± 0.05 eV to 
10.94 ± 0.06 eV, for (H2O) and (H2O)4, respectively), followed by a gradual decrease for clusters up to (H2O)23 
converging to a value of 10.6 eV (± 0.2eV). The dissociation energy to remove a water molecule from the 
corresponding neutral water cluster is derived through thermodynamic cycles utilizing the dissociation 
energies of protonated water clusters reported previously in the literature.  
  Using the same apparatus we performed a photoionization study of the micro-hydration of the four 
naturally occurring DNA bases. Gas phase clusters of water with DNA bases (Guanine (G), Cytosine (C), 
Adenine (A) and Thymine (T)) are generated via thermal vaporization of the bases and expansion of the 
resultant vapor in a continuous supersonic jet expansion of water seeded in Ar. The resulting clusters are 
investigated by single photon ionization with tunable vacuum-ultraviolet (VUV) synchrotron radiation and 
mass analyzed using reflectron mass spectrometry. Photoionization efficiency curves (PIE) are recorded for 
the DNA bases and the following water (W) clusters – G, GWn (n=1-3); C, CWn (n=1-3); A, AWn (n=1,2); T, 
TWn (n=1-3). Appearance energies (AE) are derived from the onset of these PIE curves. The AE’s of the 
DNA bases decrease slightly with addition of water molecules (up to 3) but do not converge to values found 
for photo-induced electron removal from DNA bases in solution. 
 
Cluster photoionization studies- Small carbon clusters (Cn, n=2-15) (M. Duncan, Georgia) are produced in a 
molecular beam by pulsed laser vaporization and studied with vacuum ultraviolet (VUV) photoionization 
mass spectrometry. Mass spectra at various ionization energies reveal the relative abundances of the neutral 
carbon clusters produced. By far the most abundant species is C3. Ionization threshold spectra are recorded for 
the clusters up to 15 atoms in size. To interpret the ionization thresholds for different cluster sizes, new ab 
initio calculations are carried out on the clusters for n=4-10. (F. Schaefer, Georgia) A focal point 
extrapolation method is applied to both neutral and cation species to determine adiabatic and vertical 
ionization potentials.  The comparison of computed and measured ionization potentials makes it possible to 
investigate the isomeric structures of the neutral clusters produced in this experiment.  The measurements are 
inconclusive for the n=4-6 species because of unquenched excited electronic states.  However, the data 

103



provide evidence for the prominence of linear structures for the n=7,9,11 etc. species and the presence of 
cyclic C10. 
  Hydrogen-deficient hydrocarbon radicals (C3H) are generated in situ via laser ablation of graphite 
and seeding the ablated species in acetylene gas, which acts as a carrier and reactant simultaneously. By 
recording photoionization efficiency curves (PIE) and simulating the experimental spectrum with computed 
Franck-Condon (FC) factors, we can reproduce the general pattern of the PIE curve of m/z=37. We recover 
ionization energies of 9.15 eV and 9.76 eV for the linear and cyclic isomers, respectively. Our combined 
experimental (R. Kaiser, Hawaii) and theoretical (J. Bowman, Emory) studies provide an unprecedented, 
versatile pathway to investigate the ionization energies of even more complex hydrocarbon radicals in situ, 
which are difficult to prepare by classical synthesis, in future experiments. 
  The ablation apparatus is being modified to incorporate better cooling for clusters. In addition, an 
aerodynamic lens system will be installed in this apparatus to focus nanoparticles in the 3-20 nm regime. This 
will allow access to size dependent processes – quantum confinement, catalysis – hitherto not possible with 
our aerosol apparatus. In parallel, efforts to perform mass analysed threshold ionization (MATI) using quasi 
cw synchrotron radiation proved successful. Rydberg states of atoms and molecules (Ar, N2, O2) were 
prepared outside the ion extraction region of the TOFMS, and subsequently field ionized when they arrived in 
the ion extraction region and a pulsed field applied. Coupling this technique to the medium resolution 
monochromator at the beamline will allow for vibrational selection of the resulting cation and structural 
eludication when coupled to electronic structure calculations.  
  
Molecular nano-imaging- A truly integrative tool for visualizing chemical change on surfaces would be to 
generate chemical specificity at the molecular level coupled with spatial resolution down to the nanoscale. A 
major effort in this direction is being developed in our group to probe chemical modifications of inter and 
intra cellular dynamics of various cells and organic aerosols. The basic principle is to build upon the exciting 
advances in secondary ion mass spectrometry (SIMS) microscopy by adding enhanced molecular specificity, 
which is essential to probe more complex aspects of biological systems. As the spatial resolution is increased, 
the number of detected ions decreases dramatically. Furthermore, ion signals measured by the energetic 
desorption method fluctuate dramatically due to the competition of different ionization mechanisms, which 

can be strongly influenced by surface properties 
and substrate effects. The efficiency of 
producing molecular ions is also low due to 
extensive fragmentation. Neutral molecules 
produced by ion sputtering are typically 3 to 6 
orders of magnitude greater than secondary ion 
yields. Consequently, post-ionization of 
desorbed neutrals can improve the sensitivity 
over traditional SIMS. Sub-micron resolution 
has been achieved with post-ionization; the 
theoretical lateral limit of static SIMS is about 5-
10 nm while depth profiling can be performed at 
the monolayer level. Single photon ionization 
(SPI), where absorption to intermediate levels is 
not required, shows much promise as an 

efficient method of ionizing fragile molecules. Tunable vacuum ultraviolet (VUV) photoionization has been 
shown to be a selective, yet universal technique in elucidating molecular specific information from gas phase 
studies of the building blocks of life. Imaging by chemical species mass, by detecting the parent ion mass 
intact, is unique in microscopy in that labeling is not required due to the high molecular specificity of the 
mass spectrometry method.   
  An apparatus (TOF.SIMS 5-100) purchased from IONTOF will be installed at the Chemical 
Dynamics Beamline in November 2007. The apparatus includes a sophisticated cryo-cooled sample holder 
with provision for nano manipulation using vacuum compatible stages. The apparatus has the full 
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functionality of a conventional SIMS machine. This includes electron detectors to image samples via 
secondary electron emission or VUV photoemission. This capability is essential for locating the position of 
the primary ion beam and synchrotron and is commonly used to image topological features in a sample. An 
optical microscope is included in the experimental suite. The apparatus design is flexible to accommodate 
laser desorption and MALDI experiments. The machine draws heavily on the proven design concepts of the 
field exemplified by the IONTOF apparatus, including a sample preparation chamber for introducing 
biological specimens into vacuum. To complement the beamline work, a dedicated laser laboratory is being 
customized at the ALS. This laboratory affords a space where instrument and protocol development may be 
performed utilizing high repetition rate UV lasers on a desorption apparatus equipped with a reflectron mass 
spectrometer.  
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Program Scope 
 The objectives of this project are to obtain quantitative information regarding the 
thermodynamic properties of transition metal clusters, their binding energies to various ligands, 
and their reactivities. This is achieved using a metal cluster guided ion beam tandem mass 
spectrometer (GIBMS) to measure absolute cross sections as a function of kinetic energy for 
reactions of size-specific transition metal cluster ions with simple molecules.  Analysis of the 
kinetic energy dependent cross sections reveals quantitative thermodynamic information as well 
as kinetic and dynamic information regarding the reactions under study.   
 Since 2004, our DOE sponsored work has 
included studies of the kinetic energy dependences of the 
size-specific chemistry of Con

+ (n = 2 - 16) cluster ions 
reacting with D2,1 of Con

+ (n = 2 - 20) reacting with O2,2 
of Fen

+ (n = 1 - 19) cluster ions reacting with N2,3 and of 
Nin

+ (n = 2 - 16) with methane (CD4).4  Data has been 
obtained for reactions of Con

+ (n = 2 - 16) cluster ions 
reacting with N2 and CD4,5,6 and these results are 
presently being written up.  These works can be directly 
compared with our previous studies of the Fen

+ + N2 and 
Fen

+ and Nin
+ + CD4 systems.4,7  As such, these systems 

are designed to allow us to examine the periodic trends 
in the thermochemistry and reaction mechanisms for 
activation of dinitrogen and methane. 
 An invited review of our recent work that emphasizes the relationship to bulk phase 
properties is presently being considered for publication.8 The latter point is illustrated in Figure 1 
for the example of cobalt clusters bound to hydrogen and oxygen where it is clear that bulk phase 
bond dissociation energies (BDEs) are approached for modest-sized clusters. Comparable 
behavior has been observed for V, Cr, Fe, and Ni clusters bound to D and O atoms.   
 
Recent Progress 
 Reactions of Clusters with D2. We have now studied Vn

+ (n = 2 - 13),9 Crn
+ (n = 2 - 14),10 

Fen
+ (n = 2 - 15),11 Con

+ (n = 2 - 16),1 and Nin
+ (n = 2 - 16)12 cluster ions reacting with D2. For all 

four metal systems, the only products observed are MnD+ and MnD2
+. The failure to observe 

MmD+ and MmD2
+ products where m < n indicates that the MnD+ and MnD2

+ products dissociate 
exclusively by D and D2 loss, consistent with the thermochemistry derived in this work.  
 In the Co system, all clusters that form ConD2

+, n = 4, 5, ≥9, do so in barrierless 
exothermic processes except for n = 9. Comparison of the thermal rates of reaction for cobalt 
clusters finds that they approach the collision limit for large clusters (n ≥ 11) and parallel but are 
somewhat faster than the rates observed for neutral cobalt clusters.  

Figure 1. BDEs of D, Co, and O to 
Con

+ as a function of cluster size. 
Lines labeled bulk indicate the BDEs 
of H and O atoms to Co films. 
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 Using methods developed over the past decade,13 we analyze the kinetic energy 
dependence of the endothermic cross sections in order to determine threshold energies for these 
processes, which can then be directly related to D0(Mn

+-D). The BDEs obtained are shown in 
Figure 1. For smaller clusters, variations in the BDEs must be related to the geometric and 
electronic structures of the metal cluster ions. Values for larger clusters can be compared to 
values for H atom binding to bulk cobalt surfaces, between 2.60 and 2.65 eV.14 Figure 1 shows 
that the largest Con

+-D BDEs (n ≥ 13) equal the bulk phase value. Similar correspondences were 
observed in the Cr, V, Fe, and Ni systems even though the limiting values vary with the metal, 
which shows that the cluster bonds accurately track the variations in the bulk phase 
thermochemistry of different metals. Such correspondences with such small cluster sizes are 
somewhat surprising, but can be understood by the local nature of chemical bonding.  

 Reactions of Clusters with O2. Studies of the 
kinetic energy dependences of the Vn

+ (n = 2 - 17),15 
Crn

+ (n = 2 - 18),16 Fen
+ (n = 2 - 18),17 Con

+ (n = 2 - 
20),2 and Nin

+ (n = 2 - 18)Error! Bookmark not defined. cluster 
ions reacting with O2 have been completed. The 
reactions of metal cluster cations with O2 yield a large 
number of products, e.g., the results of Figure 2 are 
representative of clusters larger than Co5

+. The 
magnitudes of the total reaction cross sections at 
thermal energies are comparable to the collision cross 
section, indicating that the reactions are efficient and 
exothermic. Cluster dioxide ions are the dominant 
products at low energies for all metals. This work 
shows that metal-oxygen bonds are stronger than 
metal-metal bonds for all five metals, hence, primary 
products dissociate by sequential metal atom loss to 
form smaller cluster dioxide ions. Oxygen atom loss to 
form cluster monoxide ions, MmO+, is much less 
efficient. Analysis of the kinetic energy dependence is 
used to provide both D0(Mn

+-O) and D0(Mn
+-2O). As 

shown in Figure 1, the metal cluster oxygen BDEs 
measured in our work compare favorably to those for 
bulk phase surfaces.  
 Reactions of Clusters with CD4. We have 
studied the kinetic energy dependences of reactions of 
Fen

+ (n = 2 - 16)7 and Nin
+ (n = 2 - 16)4 with CD4, and 

that for Con
+ (n = 2 - 16) is undergoing final analysis.6  

Figure 3 shows results typical of most clusters. All 
observed reactions are endothermic. The lowest energy 
process for iron and cobalt clusters is dehydrogenation, 

whereas for nickel, double dehydrogenation is efficient enough that the NinCD2
+ species is not 

observed except for the smallest and largest clusters. These results are qualitatively consistent 
with observations that carbide formation is an activated process for reactions of hydrocarbons on 
Fe, Co, and Ni surfaces. 

Figure 2. Reaction of Co10
+ with O2.  

Dioxide (open symbols) and 
monoxide (closed symbols) product 
product ions are shown. 

Figure 3. Reaction of Ni6
+ with CD4 

with primary (open symbols) and 
secondary (closed symbols) products.  
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 Thresholds for the various primary and secondary reactions are analyzed and BDEs for 
cluster bonds to C, CD, and CD2 are determined. Importantly, the accuracy of these BDEs can be 
assessed because there are usually two independent routes to measure BDEs for each cluster to 
D, C, CD, and CD2, e.g., D0(Ni6

+-D) can be measured in the primary reaction of Ni6
+ or the 

secondary reaction of Ni7
+. Values obtained from the primary and secondary processes are in 

good agreement for D (which also agree with the results from D2 studies), C, and CD. For the 
CD2 ligand, BDEs obtained from primary reactions are generally low compared to those from 
secondary reactions, which demonstrates that the initial dehydrogenation reactions have barriers 
in excess of the endothermicity. For larger clusters, this barrier appears to correspond to the 

initial dissociative chemisorption step.  
 Figure 4 shows the final BDEs determined in 
the nickel study,4 which vary for small clusters but 
rapidly reach a relatively constant value at larger 
cluster sizes. The magnitudes of these bonds are 
consistent with simple bond order considerations, 
namely, D (and CD3) form one covalent bond, CD2 
forms two, and CD and C form three. Given the 
results of Figure 1, it seems reasonable that our 
experimental BDEs for larger clusters should 
provide reasonable estimates for heats of 
adsorption to surfaces. As little experimental 
information is available for molecular species 
binding to surfaces, the thermochemistry derived 
here for clusters bound to C, CD, and CD2 provides 
some of the first experimental thermodynamic 
information on such molecular species.  
 Reactions of Clusters with N2.  Our 
studies of the reactions of N2 with Fen

+ (n = 1 - 19)3  
and Con

+ (n = 1 – 18), which is undergoing final 
analysis,5 are is designed to provide insight into the 
rate-limiting step in the Haber process, which uses 
a promoted iron catalyst to manufacture ammonia 
from N2 and H2 at high pressures and temperatures.  
Despite the very strong N2 bond energy of 9.76 eV, 
activation of this molecule on iron and cobalt 
cluster cations is observed, as illustrated in Figure 
5.  Both FemN2

+ and FemN+ product ions, where m ≤ 
n, are observed and the former can be identified as 
a dinitride species.  An energetic barrier for N2 
activation of about 0.48 eV is obtained for the 

largest clusters. Fen
+-N and Fen

+-2N bond energies as a function of cluster size are derived from 
threshold analysis of the kinetic-energy dependences of the endothermic reactions. These 
experimental values are somewhat smaller than bulk phase values, although this is potentially 
because the activation barriers for N2 activation have been underestimated in the surface work, as 
previously suggested by Benziger.18  

Figure 4. BDEs of D, C, CD, CD2, and 
CD3 to Nin

+ vs. cluster size.  
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Figure 5. Reaction of Fe10
+ with N2 

showing cross sections for dinitride (open 
symbols), mononitride (closed symbols), 
and the total CID products (solid line). 
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Future Plans 
 We have also initiated studies of oxygenated iron clusters, FenOm

+, which might mimic the 
chemistry of metal oxide surfaces. A broad range of stoichiometries have been produced 
although larger clusters tend to form clusters containing nearly equal numbers of iron and oxygen 
atoms.  Initially, our studies are focusing on characterizing the thermodynamic stabilities of these 
clusters by examining their dissociation behavior in collisions with Xe.  Some 30 different iron 
oxide cluster cations (with n = 1 - 10) have been examined, including FeOx

+ (x = 1 - 5), Fe2Ox
+ (x 

= 1 - 6), Fe3Ox
+ (x = 2 - 4, 8), Fe4Ox

+ (x = 1 - 6), Fe5Ox
+ (x = 4 - 6), Fe6Ox

+ (x = 5 - 8), Fe7Ox
+ (x = 

6 - 8), Fe8Ox
+ (x = 7 - 9), Fe9Ox

+ (x = 8 - 10), and Fe10Ox
+ (x = 9 - 11).  The kinetic energy 

dependent collision-induced dissociation cross sections are being analyzed to obtain both oxygen 
and iron bond energies for these clusters.  We then intend to examine the possibility that specific 
oxidation states of the iron clusters might induce efficient oxidation of species like methane.  
 
Publications resulting from DOE sponsored research in 2004 – present (1 – 6, 8) and 
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Program Scope 

Our efforts during 2006-2007 were focused on: computing spectroscopic properties of 
transition metal carbides and computational modeling of actinide complexes pertinent to 
environmental management of high-level nuclear wastes. All of our studies were motivated by 
experimental works on gas-phase spectroscopy of transition metal compounds and actinide 
complexes in solution.  Our computational actinide chemistry was carried out concurrently with 
ongoing experimental studies by Professor Heino Nitsche and coworkers at LBNL. Such studies 
of actinide complexes are also important to understanding of the complexes found in 
geochemical and biochemical environment and are thus critical to management of high-level 
nuclear wastes. We have computed the geometrical and electronic properties such as ionization 
potentials, electron affinities, spectroscopic properties, potential energy curves, and binding 
energies of transition metal species. Especially third and second row transition metal clusters 
transition metal carbides have been considered. Actinide complexes such as uranyl,  neptunyl, 
and plutonyl complexes have being studied in aqueous solution. These studies are made with 
relativistic complete active space multi-configuration self-consistent-field (CASSCF) followed 
by large-scale CI computations and relativistic CI (RCI) computations up to 60 million 
configurations. We have also employed PCM models it study actinide complexes in aqueous 
solution not only for the computation of spectroscopic properties and geometries but also 
thermodynamic properties such as Gibbs free energies. 

 
Recent Progress 

 Results of our computational studies and comparison with experiment have been 
described extensively in publications1-18, which contain further details such as tables and figures. 
We have provided here the major highlights, in each of the categories.  

Spectroscopic Properties of Transition Metal Species. 
 Spectroscopic constants  and potential energy curves of a number of second-row 
transition metal carbides,  especially NbC4, ZrC12 and YC17. In addition in collaboration with 
surface science experimentalists , we have studied the reaction of H2 molecules on actinide metal 
surfaces9,11,15. All of these studies are challenging due to the open-shell nature of the metal 
resulting in a number of low-lying electronic states for this molecule. We have carried out state-
of-the-art complete active space multi-configuration self-consistent field followed by 
multireference configuration interaction methods in conjunction with relativistic effects. Our 
computed potential energy curves for a few low-lying electronic states are show in Fig 1, while 
more curves can be found in Ref. 17. Our computations support the assignment of the observed 
spectra to a B4Δ (Ω=7/2) ← A4Π (Ω=5/2) transition with a reinterpretation that the A4Π state is 
appreciably populated under the experimental conditions as it is less than 2000 cm-1 of the X4Σ- 
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ground state, and the previously suggested 4Π ground state is reassigned to the first low-lying 
excited state of YC. The potential energy curves of the YC+ confirm a previous prediction by 
Prof. Armentrout and coworkers that the ground state of YC+ is formed through a second 
pathway at higher energies. The calculated ionization energy of YC is 6.00 eV while the 
adiabatic electron affinity is 0.95 eV at the MRSDCI level. Our computed ionization energy of 
YC and dissociation energy of YC+ confirm the revised experimental estimates provided by 
Armentrout and coworkers although direct experimental measurements yielded results with 
greater errors due to uncertainty in collisional cross sections for YC+ formation. 
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We have studied the reaction of H2 molecule son actinide metal interfaces in 

collaboration with ongoing experimental studies on these species. Our computations have 
revealed several fascinating trends for transition metal sites on actinide materials as catalytic 
sites for the hydrogen reactions. More details are in refs. 9, 11, and 15..  
Electronic Structure of Actinide Complexes. 

We have carried out collaborative on actinide complexes with Prof. Heino Nitsche’s 
group at Berkeley... The hydrolysis reactions of curium (III), urnayl, neputyl and plutonyl 
complexes have received considerable attention due to their geochemical and biochemical 
importance but the results of free energies in solution and the mechanism of deprotanation have 
been topic of considerable uncertainty. We have computed the geometries, IR spectra and 
thermodynamic properties of such complexes in both gas phase and aqueous solution. We have 
shown in Fig 2 and 3 select optimized geometries of neptunyl and Cm(III) complexes. Further 
details on such actinide complexes can be foun din refs.3,5,7,14, and 18. Extensive ab inito 
computations have been carried out to study the equilibrium structure, infrared spectra, and 
bonding characteristics of a variety of hydrated NpO2(CO3)m

q─ complexes by considering the 
solvent as a polarizable dielectric continuum as well as the corresponding anhydrate complexes 
in the gas-phase. The computed structural parameters and vibrational results at the MP2 level in 
aqueous solution are in good agreement with Clark et al.’s experiments and provide realistic 
pictures of the neptunyl complexes in an aqueous environment. Our computed hydration energies 

111



 

reveal that the complex with water molecules directly bound to it yields the best results. Our 
analysis of the nature of the bonding of neptunyl complexes provides insight into the nature of 6d 
and 5f-bonding in actinide complexes . 

  
(a) (b) 

  
(c) (d) 

  

(e) (f) 

 

 

(g)  
 
Fig. 2 Optimized Geometries of [NpO2(CO3)n(H2O)m]q- in aqueous solution 
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[Cm(OH)3] [Cm(OH)4]─ 

2.306 2.351

2.351 2.346

2.345

2.274

 

2.087

 

[Cm(OH)6]3─ [Cm(CO3)]+ 

2.333

 
[Cm(CO3)2]─ 

2.401

 
[Cm(CO3)3]3─ 
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[Cm(CO3)4]5─ 

 

2.536

2.480

 
                                           [Cm(H2O)9]3+ in aqueous solution 

2.451

2.447

2.446

2.424

2.610

 
 
Fig 3 Optimized geometries of Curium (III) complexes in the gas phase and in aqueous solution. 
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Future Plan 

  We are studying Am(III) and Cm(III) complexes of experimental importance in 
collaboration with Prof Nitsche. Likewise a variety of plutonyl complexes are being studied both 
in gas phase and solution. There are mind boggling questions concerning the nature of these 
species and the role of 5f versus 6d orbitals in bonding and how relativistic effects influence the 
structures of these species. There are many challenges as we attempt to study these species. Both 
relativistic effects including spin-orbit effects and electron correlation effects must be considered 
accurately. We have also been investigation actinide complexes of environmental importance 
and their salvation phenomena. We have been looking at methods to consider aqueous actinide 
complexes.  
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Program definition 

This project pursues the use of radiolysis as a tool in the investigation of solvent effects 
in chemical reactions, particularly the free radicals derived from solvent which are copiously 
generated in the radiolysis excitation process. Most recently we have focused on radical reactions 
in high-temperature water, and some of these results are described below. The project has now 
evolved toward the particular study of solvent effects on reaction rates in supercritical (sc-)fluids 
where the fluid density becomes a primary variable. One proposed thrust will be the study of 
solvated electrons under these conditions. Others will focus on small radicals in supercritical 
water and CO2. A theoretical component has also recently been joined with this project, which 
will be directed to support the analysis and interpretation of experimental results. 

An anthropomorphic way to think about near-critical phenomena, is that the fluid is 
trying to decide whether it is a liquid or a gas.  The cohesive forces between molecules that tend 
to form a liquid are just being balanced by the thermal entropic forces that cause vaporization.  
The result, on a microscopic scale, is the highly dynamic formation and dissipation of clusters 
and larger aggregates.  The fluid is extremely heterogeneous on the microscopic scale.  A solute 
in a supercritical fluid can be classified as either attractive or repulsive, depending on the 
potential between the solute and solvent.  If the solute-solvent potential is more attractive than 
the solvent-solvent potential, the solute will tend to form the nucleus of a cluster. When the 
solute-solvent potential is repulsive, one might expect the solute to remain in a void in the fluid 
as the solvent molecules cluster together.  Extremely large partial molal volumes are known for 
hydrophobic molecules in near-critical water, indicating an effective phase separation. Such 
variations in local density around the solute will have implications for various spectroscopies and 
for reaction rates. 

The ultimate goal of our study is the development of a predictive capability for free 
radical reaction rates, even in the complex microheterogeneous critical regime. Our immediate 
goal is to determine representative free radical reaction rates in sc-fluid and develop an 
understanding of the important variables to guide development and use of predictive tools.  
Electron beam radiolysis of water (and other fluids) is an excellent experimental tool with which 
to address these questions.  The primary free radicals generated by radiolysis of water, (e–)aq, 
OH, and H, are respectively ionic, dipolar, and hydrophobic in nature.  Their recombination and 
scavenging reactions can be expected to highlight the effects of clustering (i.e. local density 
enhancements) and solvent microheterogeneity both in terms of relative diffusion and in terms of 
static or dynamic solvent effects on the reaction rates.  We already have transient absorption data 
for several of these species that highlights interesting and unexpected reaction rate behavior.  A 
major thrust of the next several years will be to push time-resolved EPR detection of H atoms in 
sc-water.  The Chemically Induced Dynamic Electron Polarization (CIDEP) generated in H atom 
recombination reactions provides another unique probe of the cage dynamics and potential of 
mean force.  How different will be the potential of mean force between H atoms and between (e-
)aq and H?  How easily will H atoms penetrate into water clusters? 
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Recent Progress 
 
 Data analysis was completed on pulse radiolysis/transient absorption data collected on 
alkaline water saturated with H2 at high pressure.  The primary reactions are as follows: 

H2 + OH•  => H• + H2O                                                      (1) 
H• + OH-  <=>  e-

aq + H2O                                                    (2) 
e-

aq + e-
aq <=> 2 OH- + H2                                                    (3) 

H• + e-
aq =>  OH- + H2                                                        (4) 

All radicals are converted to the easily 
detected solvated electron.  Rates for 
reactions 1 and 2 were determined in 
previous studies over the 100-350oC 
temperature range of interest here.  At low 
radiation dose the decay is purely second 
order from reaction (3).  At very high dose, 
H atoms are present for a microsecond or so, 
and a large fraction of electrons decay via 
reaction (4).  Both second order reaction 
rates can be extracted from the data, which is 
collected as a function of radiation dose and 
[OH-].  
 In Figure 1 we plot the rate constants 
determined for reaction 4.  Analysis of these 
rate constants using the Smoluchowski 
equation indicates that the reaction distance 
is very large (13 angstrom) at room 
temperature, and decreases up to about 
200oC.  We believe this is consistent with a long-range electron transfer of the electron from the 
solvent potential well onto the H atom.  The super-arrhenius behavior seen at higher temperature 
in figure 1 can only be explained by much higher than anticipated diffusion rate of the hydrated 
electron.  The rate constant for reaction (3), which is diffusion limited up to 150oC, drops quickly 
at higher temperatures.  By 250oC, it is slower than room temperature.  We now believe the 
mechanism for this reaction involves a proton transfer from water, which is stimulated by the 
near proximity of two solvated electrons (reaction distance on the order of 10 angstroms up to 
150oC).  This produces a hydrogen atom in close proximity to a solvated electron, and reaction 
(4) follows immediately with unit probability. 
 Why is there a large red shift in the absorption spectrum of solvated electrons as 
temperature is increased?  This very old question was apparently answered by a recent 
simulation study which showed that solvent density, rather than temperature is the important 
variable.  However, earlier work in our laboratory showed that in supercritical water, as the 
density is changed over a factor of six at constant temperature, the spectrum barely changes.  
Apparently the bulk density is only critical when the free volume available to the electron is 
small enough.  To test this further, we recorded solvated electron spectra in supercooled water.  
This allows us to compare spectra at the same bulk density but with different temperatures, 
thanks to the water density maximum at 4oC.  We found a continuous blue shift of the spectrum 
in supercooled water, just as in normal water above 0oC.  There is clearly a separate effect of 

 
Figure 1.  Rate constants for the reaction  
H + e-aq => OH- + H2. 
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temperature as well as density (pressure) on the solvated electron spectrum. While the popular 
pseudopotential models for the solvated electron omit many-electron effects by design, EPR and 
Raman data both indicate significant coupling of the unpaired electron to the water molecules in 
the hydration shell.  These molecules are in turn connected to the H – bond network of the water 
as clearly demonstrated by the Raman data.  We presume it is this direct and indirect coupling of 
the electrons to the solvent which is ultimately responsible for the additional temperature effect 
on the spectrum.  In this case it would seem that a many-electron ab initio MD approach will be 
necessary to successfully model the solvated electron spectrum vs. temperature. 
 Work has been initiated to understand the detailed mechanisms of the key radiolytic 
reactions H + OH => H2O and H + O2 => HO2 in aqueous solution, using electronic structure 
methods. Bulk dielectric effects are found to produce some quantitative but no qualitative 
changes in the gas phase potential energy surfaces. However, calculations in small water clusters 
indicate that inclusion of explicit water molecules can significantly alter the mechanisms. In 
addition to acting as spectators, some individual water molecules can be intimately involved as 
chemical participants through undergoing partial or even full fragmentation during the course of 
the reactions. These findings will be used to design and guide molecular dynamics methods 
suitable for studying the reaction mechanisms. 
 
Future Plans 
 Immediate plans are to continue the optical transient absorption measurements of OH 
radical and hydrated electron reaction rates. Calculations are in progress to characterize the 
nature of the OH absorption at 250nm in water, with a view toward understanding why this 
absorption seems to disappear in supercritical water.  A most important target for experimental 
measurement is the reaction H2 + OH in supercritical water.  Mechanisms of prototypical 
radiolytic reactions in aqueous solution such as H + OH   H2O, H2 + OH   H + H2O, H2 + O- 

  H + OH-, OH + OH   H2O2 and OH + OH-   O- + H2O , as well as the OH/O- 
equilibrium, will be characterized by ab initio methods as initial steps toward the ultimate goal of 
understanding their unusual temperature dependences.  Work on understanding of solvated 
electron reaction rates is to be continued by measuring reaction rates in supercritical alcohols for 
comparison with unusual behavior in supercritical water. 
 A major new effort will involve direct EPR measurements of free radicals in supercritical 
water.  The primary target of this experiment is the hydrogen atom.  The hydrogen atom is the 
prototypical free radical, and its reactions in condensed phase are naturally a subject of great 
theoretical interest.  Moreover, extensive isotope effect information can be generated by 
comparison of D atom and muonium atom reactions.  H (and D) atoms are readily generated in 
acidic water by electron beam radiolysis.  Time-resolved EPR is found to be a convenient and 
specific technique for H atom detection.  The large hyperfine coupling of H or D atoms make 
their signals unambiguous.  Virtually always, time-resolved H atom signals are found to be 
polarized by Chemically Induced Dynamic Electron Polarization (CIDEP) in the radical 
recombination reactions.  The latter phenomenon can give information on potential of mean 
force and diffusional dynamics in the encounter pairs. 
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SCOPE 

Fundamental physicochemical processes in water radiolysis are probed in an experimental 
program measuring spur kinetics of key radiolytic transients at elevated temperatures and 
pressures using a novel laser-based detection system with interpretation supported by computer 
simulations. Related experimental and computational studies focus on the electronic excitation of 
liquid water, important aqueous radiolytic species, and the significance and mechanism of 
dissociative electron attachment in the liquid. Radiolytic decay channels in nonaqueous media 
are investigated, both experimentally, with product analysis under γ and heavy-ion irradiation 
and transient identification under pulse radiolysis, and theoretically, via kinetic track modeling 
and electronic structure calculations. 
PROGRESS AND PLANS 

Experimental measurements of molecular hydrogen including the use of isotopic techniques are 
combined with track model calculations to determine H atom yields in the radiolysis of water. 
The production of H atoms in the radiolysis of water is relatively small and usually inferred by 
indirect methods, but is important for fundamental considerations. H atoms are formed by the 
decay of excited states of water at the sub-picosecond time scale and by hydrated electron 
reactions during the diffusion-kinetic evolution of the particle track up to microseconds. The 
competition between H atom loss by combination reactions and its formation by reactions of the 
hydrated electron makes prediction of the H atom kinetics very difficult. Total molecular 
hydrogen production in neat water and in formate solutions is being used to infer H atom yields, 
while the isotopic distribution of molecular hydrogen measured using deuterated formate as a 
scavenger gives more direct information on the yield of H atoms in particle tracks. Techniques 
have been developed and experiments have been performed with γ-radiolysis, 5 MeV proton 
radiolysis, and 5 MeV helium ion radiolysis. Total hydrogen measurements with γ-radiolysis 
match well with previous results on similar systems. Monte Carlo track model calculations are 
used to analyze the measured experimental yields and to elucidate the underlying H atom 
kinetics in the radiolysis of water.  
H atom yields strongly depend on the kinetics of the hydrated electron. A significant amount of 
H atoms is formed in intratrack processes due to reactions of the hydrated electron with hydrated 
protons. Different solutes will be used with a wide range of concentration to elucidate the 
dependence of hydrogen atom yields on the hydrated electron scavenging capacity. These 
endeavors will be aided by Monte Carlo track model calculations, which can isolate the 
contributions of individual reactions. The validity of estimating H atom yield from 
measurements of molecular hydrogen with and without added solutes will be determined by 
comparison with the isotopic scavenging experiments. In the latter case, H atoms should be 
determined directly by measurements of HD in experiments with deuterated solutes such as 
formate, methanol, and 2 propanol. Heavy ion experiments will be performed to elucidate the 
effects of higher order reactions at high linear energy transfer, LET.  
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A laser-based detection system has been installed at our electron linear accelerator to allow both 
visible and deep UV measurement of spur kinetics during high-temperature water radiolysis. 
Preliminary experiments have begun. These time-resolved measurements will complement 
product yield studies performed here and elsewhere. 
Previous experimental and theoretical works have suggested that dissociative electron attachment 
(DEA) processes are important in the radiolysis of ice and liquid water, but details are poorly 
understood. To help elucidate the matter, we have utilized multireference configuration 
interaction methods to computationally characterize the lowest energy Feshbach resonance state 
of water dimer anion. The potential energy surface in the analogous state of water monomer 
anion is known to be repulsive, so that electron attachment leads directly to dissociation of H–. In 
contrast, we find for the dimer that an energetic barrier is encountered as the hydrogen-bonded 
OH moiety is stretched from its equilibrium position toward the hydrogen bond acceptor. The 
migrating hydrogen can thereby be held near the Franck-Condon region in a quasibound 
vibrational state for a time long compared to the OH vibrational period. This behavior is found 
both for the case of an icelike dimer structure and for a substantial majority of liquidlike dimer 
structures. These findings raise the possibility that hydrogen bonding may allow for a localized 
molecule-centered anionic entity to exist in condensed water phases that is metastable both to 
electron detachment and to bond dissociation, and which may live long enough to be considered 
as a species affecting DEA processes in water radiolysis.  
Another target for theoretical understanding is the deep UV absorption spectrum of liquid water, 
which changes enormously from that of the water monomer.  Experimentally, we wish to 
measure the absorption spectrum as a function of density in supercritical water to track this 
change. A high-temperature cell has been designed for vacuum UV measurements of the 
absorption spectrum in supercritical water.  Because of the high water density, a very short path 
is required together with a very large dynamic range.  Photon counting experiments are planned 
for the coming year at the synchrotron light source at the University of Wisconsin. 

The radiation of liquid organics has focused on simple cyclic compounds such as cyclohexane, 
benzene, and pyridine because of the relatively small number of products formed. The radiation 
chemical yields of the main products produced in liquid pyridine radiolysis (molecular hydrogen 
and dipyridyl) have been examined as a function of LET with protons, helium ions, and carbon 
ions of a few to 30 MeV and compared to γ-radiolysis. Anthracene and biphenyl scavenging 
techniques have been used to clarify the role of the triplet excited state. An increase in triplet 
scavenger concentration leads to a decrease in pyridine triplet excited state with a concurrent 
decrease in dipyridyl, but formation of the latter does not primarily involve pyridyl radicals 
expected to be produced in the decomposition of the triplet excited state. A decrease in the yield 
of dipyridyl and an increase in molecular hydrogen are observed with increasing track average 
LET. The dipyridyl yield with 10 MeV carbon ions is 0.20 molecules/100 eV, which is only 16% 
of that of observed with γ-rays. The low yield of dipyridyl with carbon ions is attributed to 
intratrack triplet−triplet (T−T) annihilation processes due to the increase in local triplet excited 
state concentrations with increasing LET. An increasing yield of molecular hydrogen with 
increasing LET is probably due to an increase in the formation and subsequent decay of singlet 
excited states produced by the T−T annihilation. 
A pulse radiolysis study of the formation and decay of triplet excited state in liquid pyridine has 
been carried out using quenching techniques. The pyridine triplet is observed in the absorption 
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band at λ = 310 nm, which has a first-order decay with a lifetime of 72 ns. The yield of pyridine 
triplet is estimated to be 1.3 molecules/100 eV by the Stern-Volmer plot for the quenching of 
pyridine triplet using anthracene, naphthalene, and biphenyl. Dipyridyl is the predominant single 
condensed phase product in the γ-radiolysis of liquid pyridine with a yield of 1.25 molecules/100 
eV matching well with the pyridine triplet yields. The rate coefficient for the pyridine triplet 
scavenging by oxygen is estimated to be 1.8 x 109 M-1 s-1. Oxygen is a relatively good scavenger 
of the pyridine triplet and of its precursor, whereas nitrous oxide is a poor scavenger of the 
precursor of pyridine triplet. Pyridyl-pyridine (dimer) radicals produced in the pulse radiolysis of 
neat liquid pyridine are detected at λ = 390 nm, which is assigned by iodine scavenging studies; 
as a tentative mechanism for the formation of dimer radical, an ion-molecule reaction of the 
radical cation with parent pyridine is proposed. Support for these spectral assignments and 
reaction mechanisms is offered by the results of extensive computational chemistry calculations 
employing Density Functional Theory. 
The major decomposition mode of the cyclic organic liquids is the breaking of the C – H bond to 
give appropriate radical species. H atom yields are obviously important in determining the initial 
molecular decomposition and in product formation. Scavenging techniques to determine H atoms 
yields will employ iodine with the formation of HI and deuterated solutes with the formation of 
HD. H atom yields will be coupled with measurements of the triplet excited states, which are 
thought to be the main precursors. No addition product due to H atoms has been positively 
identified and gel permeation chromatography techniques will be used to search for possible 
polymer formation following H atom addition reactions to the parent compound. Monte Carlo 
track model calculations are not commonly applied to organic liquids because of the lack of 
experimental cross-section data and difficulty in accurately predicting the effects of long range 
forces on the kinetics. The latter problem seems to have been overcome recently and Monte 
Carlo track model calculations are currently being developed for hydrocarbon liquids 
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An Exploration of Catalytic Chemistry on Au/Ni(111)
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Project Scope
This project explores the breadth of catalytic chemistry that can be effected on a

Au/Ni(111) surface alloy.  A Au/Ni(111) surface alloy is a Ni(111) surface on which 10-
30% of the Ni atoms are replaced at random positions by Au atoms.  That is, the vapor
deposition of a small amount of Au onto Ni single crystals does not result in an epitaxial
Au overlayer or the condensation of the Au into droplets.  Instead, it results in a strongly
bound surface alloy.  Gold atoms at coverages less than 0.3 ML replace Ni atoms on a
Ni(111) surface, even though Au is immiscible in bulk Ni.  The two dimensional
structure of the clean Ni surface is preserved.  This alloy is found to stabilize an adsorbed
peroxo-like O2 species that is shown to be the critical reactant in the low temperature
catalytic oxidation of CO and that is suspected to be the critical reactant in other
oxidation reactions.  These investigations may reveal a new, practically important
catalyst for catalytic converters and for the production of some widely used chemicals.
Recent Progress

We discovered that the Au/Ni(111) surface alloy, with Au coverages up to 0.3
ML, efficiently catalyzes the oxidation of CO at 70 K.  Saturation coverage of molecular
O2 is adsorbed on the 0.24 ML Au/Ni surface alloy at 77 K.  The dominant feature, at
865 cm-1, of the vibrational spectrum of the oxygen layer, as measured by high resolution
electron energy loss spectroscopy, is assigned to the vibration of the O=O bond of
molecular oxygen adsorbed on the alloy with its bond axis largely parallel to the surface.
Molecular oxygen so adsorbed is characterized as a peroxo (O2-2) or superoxo (O2-1)
species.  Shoulders at about 950 cm-1 and 790 cm-1 indicate the presence of both peroxo
or superoxo species at multiple sites.

The feature at 865 cm-1 and its shoulders disappear after heating this layer to 150
K while two features at 580 and 435 cm-1, attributed to atomically adsorbed O, grow in.
The feature at 580 cm-1 is the same frequency as observed for O atoms bound to Ni(111)
while a lower frequency feature, at 435 cm-1, is attributed to O atoms bound to Ni atoms
that are adjacent to the Au atoms.  Note that there is no evidence for atomically bound O
at 77 K.  Therefore, O2 adsorption on the Au/Ni(111) surface alloy at 77 K is solely
molecular.  In contrast, O2 dissociatively adsorbs on Ni(111) at 8 K, while it adsorbs
neither molecularly nor dissociatively on Au(111) at or above 100 K.
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When a beam of thermal energy CO is directed at the O2 covered Au/Ni(111)
surface alloy held at 70 K, gas phase CO2 is immediately produced.  A control
experiment demonstrates that no CO2 is produced when the CO beam impinges on the
crystal mount.  Clearly, CO reacts with molecularly adsorbed O2 on this alloy at 70 K.

After exposure of the O2-covered surface alloy at 70 K to CO, two C=O stretch
vibrational modes are observed at 2170 and 2110 cm-1, along with the Au/Ni-CO stretch
mode at 435 cm-1.  The O=O mode at 865 cm-1 is much reduced in intensity, while the
shoulder at 790 cm-1 has maintained its intensity.  The decrease in intensity of the 865
cm-1 feature is interpreted to mean that some of the molecularly adsorbed O2 has reacted
with CO to form gas phase CO2.  The product remaining from this reaction is an O atom
adsorbed to Au, as evidenced by the appearance of a new feature at 660 cm-1.  The
molecularly adsorbed O2 that gives rise to the feature at 790 cm-1 does not react with CO.

This alloy surface covered with CO and some adsorbed O2 is heated at 2 K/s
while the partial pressures at masses 44 and 28 are monitored.  Rapid production and
desorption of CO2 is clearly observed between 105-120 K, along with CO desorption.
Production of CO2 in this temperature range occurs at the same temperature at which O2
dissociates.  This observation suggests that CO2 formation occurs between a CO and a
"hot" O atom that has not yet equilibrated with the surface after bond dissociation.  From
120 K to about 250 K, CO2 is slowly produced by reaction of the adsorbed O atoms
represented by 660 cm-1 mode and by the adsorbed O atoms that did not react
immediately as a hot O atom upon O2 dissociation.  No O2 is observed to desorb.

These results demonstrate that Au/Ni(111) catalyzes the oxidation of CO at low
temperature.  Clearly, substitution of a small number of Ni atoms on the Ni(111) surface
by Au atoms has dramatically changed the Ni chemistry.  The oxidation of CO on Ni has
never been observed under UHV laboratory conditions, presumably because both the
oxygen atom and CO are too strongly bound, and hence the barrier to their reaction is too
large.  Introduction of gold into the Ni lattice serves to weaken the bonds between oxygen
and CO so as to allow the reaction to proceed.  These results also imply that nanosize Au
clusters are not a necessary requirement for low temperature CO oxidation in general.
Rather, interaction of the Au atoms around the perimeter of the Au nanocluster with the
transition metal of the oxide support likely provides the active sites that stabilize the
adsorption of molecular O2 that is necessary for the oxidation of CO.
Current Status

We temporarily ceased experimentation in order to move our apparatus into a
newly renovated laboratory.  Despite attempts to minimize downtime, we were not able
to operate the machine until recently, because of a series of unfinished electrical and
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mechanical items tied to the space renovation.  In the meantime, we redesigned and
fabricated our Au atom source and our pumping manifold so that we have a more reliable
setup.  On the bright side, MIT has invested nearly 2 million dollars into the renovation
of our lab.  There is now adequate cooling, ventilation for pump exhaust, a mechanical
pump room for isolation of the mechanical pumps, a hood for working with chemicals,
gas cabinets to house our toxic gases and about 1000 sq ft more room to work.  It is an
amazing transformation of laboratory space that has not been renovated in 35 years.

We have been working to bring the vacuum chamber and equipment up to its
operating condition prior to the move.  We have achieved ultrahigh vacuum conditions in
our main chamber, have obtained signal from our high resolution electron energy loss
spectrometer and calibrated our new Au source.  The new Au source allows us to have
exquisite control over the Au coverage, down to less than a hundredth of a monolayer.
We remeasured the adsorbed O2 vibrational spectra at smaller increments of Au
coverage.  To our surprise, we discovered at least three more O2 binding sites as
identified by three new vibrational frequencies of the adsorbed peroxo (O2-2) or superoxo
(O2-1) species.  We are presently making detailed measurements of the intensities of the
six adsorbed O2 vibrational stretch frequencies as a function of Au coverage.  These high
resolution vibrational spectra will serve as important benchmarks for the continued
development of density functional theory for adsorbates on surfaces.
Future Plans

A major thrust of this project is to explore the range of reactivity of the O2 species
molecularly adsorbed on the Au/Ni(111) surface alloy.  The hypothesis is that our newly
observed molecular O2 adsorbate is the crucial reactant in two oxidation reactions to be
studied: the direct synthesis of H2O2 from H2 and O2 and the epoxidation of propylene to
form propylene oxide.  In addition, it is planned to investigate whether the Au/Ni surface
alloy is also active for the reduction of NO by CO.  It is possible that a molecularly
adsorbed NO species with a bond order approaching one is the active species in the NO
reduction reaction at low temperature on the Au/Ni(111) surface alloy.
Publication
Catalyzed CO Oxidation at 70 K on an Extended Au/Ni Surface Alloy

D. L. Lahr and S. T. Ceyer,  J. Am. Chem. Soc. 128, 1800 (2006)
Ph.D. Thesis
Molecular Oxygen Adsorbates at a Au/Ni(111) Surface Alloy and Their Role in Catalytic
CO Oxidation at 70 – 250 K.  D. L. Lahr - June, 2006 –  MIT
Patent Application
U.S. Pat. Apl. Ser. No.:  11/335,865.  S. T. Ceyer and D. L. Lahr
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Program Scope 

Interfaces have a unique chemistry, unlike that of any bulk phase.  This is true even for liquid interfaces, 
where one might have (incorrectly) pre-supposed that a liquid’s lack of rigidity might strongly suppress 
perturbations due to the interface.  Ice interfaces also tend to have adherent liquid brine films in nature, and 
even pure ice has surface regions with sufficient disorder (for a monolayer or two) to resemble liquids. This 
program explores interfacial effects including changes in fluidity and transport, and solvation.  The knowledge 
gained relates to reactions and transport across two-phase systems (like microemulsions), electrochemical 
systems, and where a fluid is present in molecular-scale amounts… such as in cell membranes, enzymes and 
ion channels, or at environmental interfaces at normal humidities, such as the surfaces of atmospheric or soil 
particles.  We explore these systems via re-creating liquid-liquid interfaces using molecular beam epitaxy, and 
use of a molecular soft landing ion source.  We also explore fundamental properties of bulk ice, that relate to 
such issues as proton transport, amorphous ice properties, and even the effect of ice in formation of planets. 
 

Recent Progress (2005-2007) 
 

Mapping the Oil-Water Interface’s Solvation Potential [1] (Richard C. Bell, Kai Wu, Martin J. Iedema, 
Gregory K. Schenter, James P. Cowin) 

 
Any ion that traverses the junction of water and low dielectric constant materials (air, oil, cell membranes, 
proteins, etc.) will experience a solvation energy that varies strongly according to its location with respect the 
interface.   Recently much progress has been made in understanding these interfaces, largely through recent 
advances in computational methods.  This study adds important new measurements to the field.   Directly 
measured is the solvation potential for Cs+ as they approach the oil-water interface (“oil” = 3-methylpentane), 
from 0.4 to 4 nm away.  The oil-water interfaces with pre-placed ions are created at 40K using molecular 
beam epitaxy and a soft-landing ion beam.  The solvation potential slope was determined at each distance by 
balancing it against an increasing electrostatic potential made by increasing the number of imbedded ions at 
that distance, and monitoring the resulting ion motion.   
 
Figure 1 shows what a solvation chemical potential (in heavy solid and dashed black lines) might look like, for 
a single ion approaching a 30Å or 7.1 monolayer (ML) film of water (shaded blue), immersed in 3-
methylpentane (3MP) (yellow).  To the far left (not shown) is a metallic substrate.  In a previous work [2], we 
estimated the well depth of the solvation potential versus the thickness of the water film, using the measured 
temperature at which ions escape that potential while the temperature was slowly ramped upward.  Those 
well depths were in fair agreement with expectations and with a Born potential.   In this study we map this 
solvation potential in detail, eliminating many limitations of those earlier experiments [2].  When ions are 
placed several monolayers away from the oil water interface, as on the left of Figure 1, the ions alter the 
solvation potential by adding to it an electric potential that the ions collectively produce, as shown by the 
dashed curves on the left side of Figure 1.  For very few ions, the potential is unchanged from the heavy black 
curve.  Then as long as the ions are several kT below the top of the well, they will all be trapped in the 
potential, migrating to the right to reach the water layer.  But for increasing number of ions, the net potential 
begins to bend down, eventually reaching (and exceeding) zero slope at the initial ion position.  When the 
number of ions is sufficient to bend the potential to locally have zero slope, this should profoundly alter the 
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ion motion.  Simulations show that there should be a maximum amount of charge that can be trapped, and 
this corresponds closely to that charge needed to bend the solvation potential to have zero slope.  What this 
implies is that the maximum amount of trapped charge/voltage is a direct measure of the slope of the 
solvation potential at that distance.  
 
As predicted, experimentally we found for small 
numbers of ions, nearly all the ions are trapped, 
while for increasing numbers of ions, the amount 
trapped reaches an asymptotic limit.  The voltage 
this produces, divided by the distance to the Pt 
(100 ML= 42 nm) gives the slope of the solvation 
potential at that distance away from the oil-water 
interface.  Experiments were done for ions placed 
from 1 to 10 ML away from the water layer, and 
for water layers ranging from 2 to 30 ML thick.  
One initially surprising result was the determined 
slope of the solvation potential was independent 
of the water film thickness.  This data produced 
the slope of the solvation potential for 1 to 10 ML 
from the oil water interface.  This was fitted to an 
interpolating function, and integrated to give the 
experimentally determined solvation potential.  
This is shown as the thick black dotted line to the 
right of 0 nm in Figure 1, over the range of 1 to 
10 ML (0.42 to 4.2 nm).  This is compared to the 
potential from the Born model with a 5Å radii, 
and water dielectric constant of 5 (blue curve).  
The water thickness for the blue curve is 4.3ML, 
not the thicker 7.1ML water film indicated by the 
blue shaded region.  The Born model parameters 
give a well depth consistent with the temperature 
observed for the final escape of the ions (>95K).  
The potential seems to have a different shape than 
the Born model, which was initially surprising, especially at the larger distances.  But if a “k-dependent” 
dielectric constant was the proper picture, then the Born model with a fixed ε2 should not give the solvation 
potential shape.  At large distances the shape might be better given using the Born model with a large ε2 
value.  Shown in Figure 1 are the Born calculations for a water dielectric constant of 100.  The calculated 
curves are nearly identical at distances greater or equal to 1ML (0.42nm) from the water films’ right edge, 
consistent with the observation that the solvation potential slope at these distances does not change with 
water film thickness.  The potential to the right of the water for a dielectric constant of 100 matches fairly 
well the shape of the experimentally determined potential better, but not its “offset”.  The experiment only 
measured the slopes of the potential.  Thus we can offset the original (dashed) curve by -0.035 eV, to yield 
the solid heavy black curve. This closely follows the ε2=100 Born model for all but the shortest distances.  ). 
 
The measurement of the solvation potential at the oil water interface over the distances of 1 to 10 ML of 
intervening 3MP is unique, to our knowledge, in its directness and its bridging of molecular to semi-
macroscopic distances.  It is somewhat remarkable that a single measurement approach works so well over 
this transitional region.  And while the numerical results, being in general accord with expectations, are not 
directly surprising, it is reassuring that concepts used to fit single ion solvation energies, or the capacitance of 
1 of 2 ML of water at electrode surface "double layers" can be applied to a broader range of phenomena.  
 
 

 
Figure 1  The blue shaded region shows 3 nm (7.1 ML of 
water), within a 3-methylpentane film (yellow).  The 
solvation chemical potential for a single ion approaching the 
water film is shown as the heavy black solid and dashed line..  
The dashed curves at the left show the net potential that 
arises from the collective field of ions placed 5 ML (2.1 nm) 
from the left side of the water film, so as to add 2, 4, 6, 8 
X107 V/m E-fields.  The red curves are Born calculations for 
5Å = rb , e1=1.9, e2=100, and water films 0.15, 0.3, 0.45. 0.6, 
1.8, and 3.0 nm (7.1 ML) thick.  Blue curve is Born model 
for a 1.8 nm water film with e2=5.  The heavy dashed curve 
at the right is the "raw" integrated potential derivative 
(without the -0.035 eV offset). 
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Dissociation of Water on Pt(111), Buried Under Ice [3] (Yigal Lilach, Martin J. Iedema, James P. 

Cowin) 
 

Adsorbed water, well studied on metallic surfaces, is 
largely thought to not dissociate on Pt(111).  As illustrated in 
Figure 2, as long as ΔHads is several kT's smaller than the 
activation energy required for dissociation Ea, the molecules 
will desorb rather than dissociate.  How could one 
manipulate this, to induce water to dissociate on Pt?  Either 
by: 1) Increasing the kinetic barrier to desorption till it is 
bigger than Ea (i.e. the bricks in Figure 2) (this keeps the 
molecules on the surface at temperatures above their "usual" 
desorption temperature)  2) Changing in the energy levels of 
the reactants or products.  We showed that growing thick 
layers of ice on Pt(111) does both, and leads to extensive 
dissociation in the first layer of water.  Careful, 3-step 
temperature programmed desorption (TPD) and work 
function measurements show that water dissociates on 
Pt(111) for T as low as 151K [3][4].  

 

Proton Segregation at Ice Interfaces [4] (Yigal Lilach, 
Martin J. Iedema, James P. Cowin) 

 
Hydronium segregates to the surface of H2O (D2O) 

ice films grown on Pt(111) above 151K (158K). This is 
observed as a voltage that develops across the films, utilizing 
work function measurements.  Figure 3 shows -ΔΦ for 3500 
ML D2O ice films, grown via the tube doser at Tgrowth between 
140-178K at about 400 ML/s.  After growth, the gas-source is 
removed, and the temperature dropped to about 80 K.  Then 
as the films are slowly heated (0.2K/sec) changes in -ΔΦ of 
the sample are measured.  The drop in -ΔΦ above 200 K 
happens when the multilayer water desorbs, and the clean Pt 
is recovered.  For Tgrowth >155 K: the films abruptly form 
with a positive voltage.  This positive initial voltage gets much 
larger as Tgrowth increases, reaching around 8V.  The H2O 
films have a slightly lower threshold temperature, 153K.   

The coverage dependence of film voltages show that 
it is initially linear with coverage, then it reaches a saturation value at a coverage of several thousands of 
monolayers.  This, and other evidence indicate that this voltage originates from charges on top of and within 
the ice films, that originally came from the Pt-ice interface.  We found that a simple model fits the data well.  
Hydronium from the dissociation of water at the Pt-ice interface, at an concentration had a small probability 
(~1 % ) of being found at the ice-vacuum interface, in some sort of equilibrium, for the very first part of the 
ice growth , say up to about 30 ML.  As the films get thicker, these hydroniums (~ 0.01 ML) at the ice-
vacuum interface become trapped there, in a local minimum.  As the film grows, most of these ions will stay 
on top of the ice film.  But a small fraction (≈ .02%) are lost for each new monolayer of ice, to become 
trapped in the bulk ice.  Since ΔG=-RTlnKequil , the free energy for the charge segregation to the vacuum ice 
interface, compared to being stranded in the bulk ice was  estimated.  With some additional assumptions we 
extracted the free energy of moving a hydronium from the Pt-ice interface to the ice-vacuum interface.   

 
Figure 2: First monolayer water dissociation energies 
diagram.  Adding ice on top of the first ML blocks its 
desorption kinetics (i.e. the brick wall).  The 
dissociation kinetic barrier Ea and ΔHdiss are both 
shown as preventing dissociation until altered by the 
ice layers (lower right). 

 
Figure 3.  -ΔΦ after adsorbing 3500 ML of D2O on 
Pt(111) at the indicated temperature, cooling the 
sample to 80K and then reheating at a constant rate 
of 0.2K/sec.  The QMS desorption signal is 
indicated as a dashed line.  
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Future Plans 
We recently added FTIR, to probe the surface and bulk species in our films. We have already added low 
energy secondary ion mass spectrometry (15 to 150 eV Cs ions).  Together these will tell us a great deal about 
the identity and location of ions on and within the films.  It will also answer many questions we have about 
the nature of the dissociated water created for the thick ice films.  We will be able to understand the solvation 
effects on ion dissociation and transport much better, because of these new measurements.  We also hope to 
better understand in bulk ice the motion of hydronium and L and D defects. 
 
We are working to expand our studies of liquids, and accordingly have proposed to the Mid-scale 
Instrumentation Program of BES a new instrument, as a joint submission with the principle investigator of 
James Cowin, and co-P.I.'s of Greg Kimmel, Kevin Rosso, and  Mike Henderson, all of PNNL: 
 
In-Situ/Liquid TOF-SIMS for Environmental Interfaces. Chemistry of liquid interfaces is extremely 
important in environmental and industrial processes but is poorly understood. Liquid layers coat nearly all 
real-world systems from the oceans to atmospheric particles, and include surface "brines" that coat rocks and 
soils, and ice, selective membranes for energy storage and production, important industrial catalysts, and even 
us. New tools are needed to study these inherently inhomogeneous systems, under realistic conditions of 
humidity and in the presence of trace and reactive gases. We propose an In-Situ/Liquids Time-of-Flight 
Secondary Ion Mass Spectrometer (ISL-TOFSIMS) system, that will for the first time allow a comprehensive 
molecular-specific understanding of chemistry at liquid and liquid/solid interfaces. Major recent 
developments in TOFSIMS (cluster beams) and novel micro-scale chemistry methods make this revolutionary 
advance possible and timely. The proposed system can measure molecular and ion concentrations, 
microsecond reaction kinetics with high spatial resolution (120 nm laterally, 1 nm vertically) and 3D mapping 
capability, and has a unique “in operation” sensitivity calibration. These features will enable exploring 
pressing issues in interface-specific photochemistry, surface segregation and transport at liquid, brine, ice and 
mineral surfaces, and transport across aqueous-based membranes and adherent films, all under relevant 
gaseous conditions. 
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Scope 
One of the most fundamental events caused by ionizing radiation is charge separation that results 
in the formation of reactive ionic and radical species.  In aqueous systems, the extent of charge 
separation and recombination is strongly influenced by water structure and dynamics. An 
understanding of solvent structure and dynamics is essential in order to help gain a complete 
understanding of chemical reactivity in liquids.  The fundamental aspects of solvent mediated 
charge transfer processes are not unique to radiation chemistry, but also play a critical role in 
such DOE related areas as solar energy conversion and the advancement of energy storage 
technology. One of the main methodological problems in studying solvation is the lack of direct 
structural information about the solvent degrees of freedom that is obtained from traditional 
pump-probe techniques.  
 
In this project we apply methods of transient x-ray absorption spectroscopy that have been 
recently developed Sector 7 of the Advanced Photon Source at Argonne National Laboratory.  
We are currently pursuing time-resolved X-ray absorption (XAS) studies of charge-transfer-to-
solvent (CTTS) reactions involving photoexcited inorganic anions in aqueous media (these may 
be viewed as photoionization reactions involving a negatively charged species). The objective is 
to study the solvation of residual radicals and follow the separation dynamics of the contact pairs 
comprised of such radicals and e-

aq that are caged by the solvent.  
 
Recent Progress 
We have been studying the photoinduced electron detachment from aqueous bromide. The choice 
of this anion is dictated by (i) the convenience of XAS detection in the fluorescence mode and 
relatively large absorption cross-section at the K edge (11.4 keV), (ii) the large absorptivity of 
bromide at 200 nm with a near-unity photodetachment yield. We have previously studied 
photodetachment from bromide using ultrafast transient absorption spectroscopy and found that 
the charge separation proceeds (as is the case for other halide and pseudohalide anions) through 
the formation of a close (Br.:e-

aq) pair with a life time of 20 ps.  
  
Details about the hydration of halogen atoms are not well known, but XAS is uniquely suited for 
probing the interaction of the atom with its aqueous environment. The hydration of halogen atoms 
(X0) is very different from the hydration of negatively charged halide anions (X-). Whereas the 
anion forms strong hydrogen bonds with several water molecules in the first solvent shell,  
hydrophobic effects dominate the solvation of neutral halogen atoms.  There is also evidence that 
halogen atoms interact directly with a single solvent molecule, leading to an ultraviolet charge 
transfer (CT) absorption band.  The CT absorption promotes an electron from the water molecule 
onto the halogen atom.   
 
Fig. 1(a) compares the static spectrum of the bromide solution with the transient spectrum at 1 ns 
delay. The conversion of a fraction of Br- anions to neutral Br0 atoms by the 200 nm ionizing 
laser pulse is evident from the resonant 1s-4p transition below the bromine K-edge. Subtracting 
the static spectrum of Br- from the transient spectra at delays of 1 and 154 ns gives the difference 
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Figure 1 Laser-on and laser-off x-ray 
absorption spectra from aqueous Br-, 
at various time delays.  

spectra in Fig. 1(b). The spectrum is different at the 
two delay times because nearly half of the Br0 atoms at 
1 ns react with excess Br- to form Br2

- by 154 ns, while 
most of the other Br0 atoms recombine with the 
hydrated electron. Other than Br-, the predominant 
species at 1 ns and 154 ns are Br0 and Br2

-, 
respectively.  The resonant transition in Br2

- is 1.6 eV 
higher in energy than the transition in Br0, where the 
difference is largely due to splitting of the bonding (σg) 
and antibonding (σu

*) molecular orbitals relative to the 
atomic 4p orbital.  Excitation of Br0 promotes a 1s 
electron into the 4p vacancy produced by detaching an 
electron from Br-, whereas the resonant transition for 
the Br2

- anion excites an electron to the σu* 
antibonding orbital. The optical transition energies for 
σg-σu

* and σg-σu
* excitation are 1.7 and 3.4 eV, 

respectively, confirming that the 1.6 eV shift of the 
resonant band comes predominantly from the splitting of 
the molecular orbitals rather than a shift of the relative 
1s orbital energy from Br0 to Br2

-. 
 
The 1.6 eV spectral shift of the resonant band allows us to observe the reaction kinetics.  The 
reaction kinetics were measured at 13.473 and 13.476 keV.  Predominantly Br0 atoms absorb at 
the lower energy, therefore the decay of the absorbance indicates the loss of Br0 atoms as they 
recombine with hydrated electrons and react with Br-. Although Br0 also contributes to the 13.476 
keV absorption at short delay times, that signal increases on the timescale of the Br0 decay due to 
production of Br2

-.  The kinetics give accurate estimates of the product concentrations and thus 
allow us to reconstruct the spectra of the transient species by subtracting the contribution from Br-

. These spectra are shown in Fig. 1(c), along with the spectrum of Br-. The K edge absorption 
energy is ~5 eV higher for the transient species than for bromide. The higher energy for Br0 
reflects the electrostatic attraction of the outgoing electron to the positively charged core. A 
similar shift of ~5 eV for the absorption edge of Br2

- is somewhat surprising given the negative 
charge of the diatomic anion and likely reflects solvent screening and delocalization of the 
valence electron. 
 
The large reduction in the modulation depth for the Br0 atom relative to the Br- anion is perhaps 
the most intriguing feature of the recovered x-ray absorption spectrum. A Monte Carlo (MC) 
simulation of the solvent structure provides helpful insight to understand the difference in the x-
ray absorption fine structure (XAFS) above the K edge. For Br-, the narrow peak at 3.2 Å is due 
to strong hydrogen bonding (Br-···H-OH) between the anion and ~6 water molecules in the first 
solvent shell.  The RDF for the Br0 atom lacks this feature because the hydrophobic atom 
interacts weakly with the solvent. Instead, the atom occupies a nearly spherical cavity formed by 
10-12 water molecules that are hydrogen bonded to other water molecules in the first and second 
solvent shells. The only distinctive feature in this RDF is a shoulder at 3 Å that corresponds to a 
weak Br0···OH2 adduct involving a single water molecule. For other water molecules, the Br0-O 
distances are significantly longer, ~3.7 Å.  
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Figure 2. (a) Calculated Br-O RDF for 
hydrated Br- and Br0. Oxygen 
coordination numbers N are indicated by 
arrows.  (b) The simulated XAFS spectra 
for hydrated Br- and Br0. 

For further insight, we simulate the XAFS spectra of 
Br- and Br0 [Fig. 2(b)] using the program FEFF8 and 
nuclear configurations of water molecules with r(Br-
O) < 8 Å  from the MC ensemble. The highly 
organized hydrogen bonding structure of hydrated 
Br- gives deep oscillations in the static spectrum, but 
the magnitude of the oscillations is ~10 times smaller 
for hydrated Br0 atoms. Although the calculation 
pertains to higher x-ray energies than the present 
experiment covers, the modulation is clearly much 
weaker in the reconstructed spectrum of Br0 than in 
the Br- spectrum.  The contribution from the 
Br0···OH2 complex is small compared with the 
contributions from the other 10-12 O atoms in the 
first solvent shell and therefore does not give a strong 
XAFS signal.  
 
Future Directions 
Future work will focus measurement of the full 
EXAFS at nanosecond delay times to study the role 
of water in the Br- + Br → Br2

- reaction.   While it is 
presently impossible to study rapid solvation 
reactions that involve small-scale solvent motions 
(the current pulse duration at the APS is 90 ps), such 
an opportunity might present itself when APS is 
upgraded (so that the pulse duration will be a few 

picoseconds, this upgrade is scheduled for Fall of 2008).  Analogous work will be carried out 
with bromine containing ionic liquids.  It will be possible to temporally resolve the solvation 
dynamics in these viscous systems.  As it comes online future studies will be carried at NSLS II.  
Our program of introducing X-ray absorption and diffraction methods in radiation chemistry will 
take advantage of the new sources of short-pulse X-ray radiation that are gradually becoming 
available. 
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Background and Significance 

Molecular processes at interfaces of hydrogen-bonded liquids are of fundamental 
importance in a number of areas. For example, transport and chemical reactivity at liquid 
interfaces play crucial roles in a wide variety of problems important to the U.S. 
Department of Energy (DOE). Past practices at DOE production sites resulted in the 
discharge of chemical and radioactive material and extensive contamination of soils and 
ground water at these sites.  A fundamental need in understanding the fate and transport 
of environmental contaminants is a detailed understanding of the factors that control the 
partitioning of ions and molecules between carrier solvents, minerals, and groundwater as 
well as the concomitant chemistry. Partitioning is dependent on interfacial structures, 
transport, and chemical reactivity. Underlying chemical and physical processes that 
govern transport across and chemical reactions at interfaces is the manner in which water 
molecules solvate ions. In addition, the structure and stability of large molecules and 
membranes are strongly dependent on the distribution of ions and counter-ions. The 
interface, including the adsorption and distribution of solute molecules such as hydroxyl 
or ozone and ions at interfaces, is a fundamental process encountered in a wide range of 
chemical, environmental, and biological systems.  

. 
Progress Report 
Hydroxyl radical transfer rate from interface to bulk by transition path sampling. 
The transition path sampling technique was used to investigate the mechanism 
determining the rate of transfer of the hydroxyl radical from the water interface to the 
bulk and analyze its transition state. Polarizable potentials were used to model the 
interactions between the hydroxyl radical and the Dang-Chang water force field. To 
calculate the rate, a total of 37,250 trajectories 4 ps in length, connecting states where the 
hydroxyl radical was at the interface with cases when it is in the bulk, were performed. 
We report the accurate classical rate from transition path sampling of kCl = 0.004 ± 
0.0005 ps–1 and a rate computed by classical transition state theory along a PMF of kTST = 
0.015 ps–1. The ratio kCl/kTST corresponds to a transmission coefficient of 0.27, compared 
to a value of 0.15 ± 0.05 for the transfer of a model solute across a model liquid-liquid 
interface, showing good agreement between two methods. It was found that while an 
interfacial hydroxyl radical was most likely to have its hydrogen pointing towards the 
water bulk, cases where its hydrogen pointed away were more likely to result in a 
transfer into the bulk.  
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Computed PMF for transferring a polarizable iodide anion across the H2O/CCl4 
liquid-liquid interface. Accurately describing the PMF for ion transport across the 
liquid/liquid interface can be very challenging. In addition to the technical aspects, 
potential models that describe the interactions among the species are also very important. 
We studied the transfer process by calculating the PMF for transferring a polarizable 
iodide anion across the H2O/CCl4 liquid-liquid 
interface. Upon examining the PMF, we 
observed the computed free energy undergoes 
major changes as the polarizable iodide anion 
approach the Gibbs dividing surface (GDS). The 
PMF exhibits a well-defined minimum near the 
GDS, with a well depth of approximately –0.75 
kcal/mol, is indicative of the stability of the 
surface aqueous state of the polarizable iodide 
anion. In addition, we have also carried out a 
similar study using non-polarizable models for 
iodide, water and CCl4 (label as Pair) and we 
observed that there is no free energy minimum 
near the interface. This characteristic is similar to 
that found in a corresponding study water 
vapor/liquid interface. The results obtained in 
this study demonstrate the importance incorporating polarization effects in simulation 
studies and provides the foundation of our future proposed research on ion transport 
across more complicated liquid/liquid interfaces such dichloroethane or nitrobenzene. 
 
Simulated surface potentials at the vapor-water interface for the KCl aqueous 
electrolyte solution. We recently completed a 
study of the surface potential of ionic aqueous 
solutions. The surface potential is defined as 
the difference in electrical potential between a 
neutral aqueous liquid and its coexisting vapor 
phase. The direct experimental determination 
of the surface potential remains an open 
question. For instance, the surface potential 
across the interface between a vapor and neat 
water is a point of contention, with surface 
potential measurements not always agreeing 
on sign. The total electric potential as a 
function of position for all systems studied is 
given. The value obtained in the current study 
for water (-480 mV) is consistent with that of 
a previous study of the surface potential of the 
Dang-Chang water, and the most recent 
values calculated for the non-polarizable TIP4P and SPC/E water models.  
 

The total electric potential as a function 
of distance from the interface.  
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Proposed Work 
Computational studies of ions at the water-dichloroethane interface and the 
mechanism of transport ions across the liquid-liquid interfaces. The transfer 
mechanism of ions from water to organic phases is, in 
most cases, energetically unfavorable. This property is 
of particular importance in many technological and 
biological systems. For example, in separation 
systems, the differences in energetics and kinetics of 
transfer across the liquid-liquid interface determine the 
efficiency of the extraction of a particular ionic 
species. Living cell membranes, whose interior can be 
compared to hexadecane, inhibit ion crossing, thus 
enabling selective transport through pores and ion 
channels. In the absence of a facilitating agent, ion-
transfer reactions are assumed to be “simple,” one-step 
processes. In the past, experiments carried out at the 
nanometer-sized interfaces between water and neat 
organic solvents showed that the generally accepted 
one-step mechanism cannot explain important features 
of transfer processes for a wide class of ions including 
metal cations, protons, and hydrophilic anions. Results 
obtained from these studies have led to a proposed 
new mechanism of ion transfer involving transient interfacial ion paring and shuttling of 
a hydrophilic ion across the mixed-solvent layer. It involves the formation of a short-
lived ion pair at the interface and shuttling of a hydrophilic ion across the mixed-solvent 
layer.  

We have begun a study on the ion distributions at the interface between water and 
dichloroethane (DCE). This study required the parameterization of a new polarizable 
DCE model. The model was parameterized to reproduce the DCE liquid density, 
dielectric constant, and heat of vaporization, and had reasonable agreement with 
experiment for the trans-to-gauche ratio for the Cl-C-C-Cl dihedral in liquid DCE. The 
resulting model was used to perform molecular dynamics calculations for a system with 
water and DCE in slab geometry. The simulation was box elongated in the z direction, 
and two water-DCE interfaces formed along the xy plane. The calculated interfacial 
tension for this system was 30±5 dyn/cm, which compares reasonably well with the 
experimental value of 24 dyn/cm. In addition, a hyperbolic fit to the water densities was 
performed, giving and interfacial thickness of 4.84 Å for water-DCE, being much larger 
than CCl4-water or the air-water interfacial thicknesses of 3.55 Å and 3.64 Å, 
respectively. The density profiles comparing the water-DCE and CCl4-water systems, 
showing that water-DCE is more diffuse, which is in agreement with previous 
experimental and computational studies. The main focus of this study was to understand 
the effect of DCE on interfacial anion distributions at the water interface. Simulations 
were performed for 1M NaCl and 1M NaI water-DCE solutions. The chloride and iodide 
density profiles in the CCl4-water and DCE-water systems are computed. It should be 
noted that interfacial iodide concentration is somewhat higher at the air-water interface 

A proposed mechanism of ion 
transfer involving transient 
interfacial ion paring and shuttling 
of a hydrophilic ion across the 
mixed-solvent layer. 
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when compared with the CCl4-water interface, and chloride concentration is the same at 
both interfaces. 

The results here show that chloride concentration is shifted away from the DCE 
phase when compared to CCl4, and that iodide concentration has very little to no 
enhancement at the DCE-water interface unlike all other aqueous interfaces that have 
been reliably investigated. Snapshots of the 1M NaI-water-DCE system taken during 
dynamics simulations show the diffuse nature of the DCE-water interface, which likely 
plays an important role in why iodide concentration is not enhanced there. We are 
carrying out PMF calculations for transferring ions across the water/DCE liquid/liquid 
interface to characterizing the mechanism of ion transfer processes. We also plan to 
examine the role of counter ions (i.e., ion-pairing) on the transferring processes. Our 
results will be compared to the new proposed shuttling mechanism on the ion transfer 
process. We are expecting that the PMF for the water/DCE interface will also be 
challenging and interesting. 

 
Simulation studies of ions and solutes at the vapor-liquid interface. In recent years, it 
has become clear that the air-water interface plays a more significant role in gas 
adsorption and reaction kinetics of many 
atmospheric processes than had previously 
anticipated. Recently, surface complexes 
have been invoked to explain the initial step 
in a number of surface reaction mechanisms, 
including the reaction of gas phase SO2 with 
water. Understanding SO2 interaction at 
aqueous surfaces is essential because of the 
central role of sulfur in many atmospheric 
aerosols. Richmond and co-workers carried 
out an experimental study on the solvation of 
the SO2 molecules at the vapor-liquid 
interface using vibrational sum frequency 
spectroscopy. Among other results discussed 
in this work, their work demonstrated the 
presence of a weak SO2:H2O complex at the water surface prior to reaction and 
dissolution. Richmond el al. proposed a structure of the complex SO2-air-water 

A proposed structure of the complex 
SO2/air/water interface. 

 The density profiles comparing the water-
DCE and CCl4-water systems. 

The computed chloride and iodide density 
profiles in the CCl4-water and DCE-water 
systems. 
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interface. The focus of our work on solvation of the solute at the vapor-liquid interface 
aligns with previous work on the hydroxyl solvation at the water vapor-liquid interface. 
We begin this work by developing a polarizable model for the SO2:H2O complex. To our 
knowledge, no such potential model has been described in the literature. We will make 
use of ab initio quantum chemical calculations on the SO2:H2O complex, and we will 
use this information as well as the observed data to construct the potential model. We 
will carry out the PMF calculations and also molecular dynamics simulations on the 
solvation of SO2 molecules to characterize the distribution and solvation property of the 
SO2 molecules at the water surface and to compare to the result reported by Richmond et 
al.  
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Summary.# We are interested in the theoretical characterization of molecular properties and reactivity 
of molecular systems in clusters and in the condensed phase. A primary motivation centers around the 
initial molecular processes that follow the primary energy deposition in radiolysis of water as observed 
in various applied technologies. We aim to characterize: i) the mechanisms and dynamics of the intrinsic 
reactions; ii) the effects of medium on the dynamics; iii) the mechanism of energy transfer within the 
solute and into the solvent. Much of our work is done with direct ab initio molecular dynamics (MD) 
calculations. The same methodology combined with quasi-classical initial conditions is a powerful 
approach to calculating vibrational spectra of clusters with accurate account of anharmonicities and 
mode coupling. These effects are known to be particularly large in strongly interacting ion-water 
clusters. We continue to carry out such calculations for several ion-water clusters for which high 
resolution experimental data that are becoming available.  
 
Signature OH Absorption Spectrum from Cluster Models of Solvation: a solvent-to-solute charge 
transfer state (Dupuis with Tsai, Kowalski,Valiev, PNNL) 
 
Motivation:  Water radiolysis remains extensively studied because reactions of radicals created by 
water radiolysis are of importance in nuclear reactors, storage of trans-uranic and high-level mixed 
wastes, biological effects of radiation therapy, and industrial materials processes.  The primary product 
of water radiolysis is the OH radical.  There remain uncertainties and discrepancies about the assignment 
of the signature absorption band of the OH radical in aqueous solution and in super-critical water.  The 
most recent measurements by Janik et al. show a weak absorption band around 310 nm (4.00 eV) for 
temperatures above 300 ºC in supercritical conditions.  This absorption is not observed at room 
temperature and is assigned to the 2Σ+ ← 2Π transition of a "free" OH radical.  The absorption intensity 
is stronger in the range of 320 nm (3.88 eV) to 230 nm (5.39 eV).  The absorption intensity at 230 nm 
decreases with increasing temperature 30 ºC to 350 ºC.  These authors describe this 230 nm absorption 
band as a charge transfer transition from the solvent water molecules to the OH moiety that is modulated 
by the hydrogen bond network of the environment.  In contrast Nielsen et al. describe the transition near 
230 nm as essentially a 2Σ+ ← 2Π transition in the OH moiety that is perturbed by various situations of 
hydrogen bonding of the radical with the solvent.  
 
Approach: We carried out extensive ab initio electronic structure calculations on the ‘free’ OH radical 
and on hydrated clusters of selected sizes OH(H2O)n (n =1-7,16), as mimics of aqueous solvation using 
the time-dependent DFT approach supported by EOM-CCSD(T) calculations on the smaller clusters.  
We analyzed the variations in vertical excitation energies as a function of the degree of hydration and 
characterized the absorption bands of the OH radical in these hydrated environments.  
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Results: The third excitation in all the clusters OH(H2O)n (n = 1-7, 16) was found to involve a solvent-
to-solute charge transfer transition, in the region of 250 nm (calculated), close to the region of 
experimental observation of 230 nm. Of particular interest was the low energy n=16 cluster that was 
found to have a large solvent-to-solute transition oscillator strength.  The donor and acceptor orbitals in 
that excitation were found to have favorable near coaxial alignment. Orbital alignment and solvent-
solute oxygen-oxygen distances were shown to be important factors affecting the intensity of the 
solvent-to-solute charge transfer excitation absorption.  Although dynamics, temperature, and pressure 
were not explicitly accounted for in the present investigation, nevertheless the series of clusters allowed 
us to infer on the observed temperature dependence of the transition in the 230nm region. The 
temperature effects were indirectly addressed by varying the size of OH(H2O)n clusters. The larger 
clusters studied here depicted a fully solvated OH radical that is relevant to low temperature conditions, 
with one structure exhibiting a large oscillator strength for the solvent-to-solute transition due to 
favorable structure and orbital features. (In other structures and with unfavorable orbital alignment the 
oscillator strength for such a transition is small.) The smaller clusters that are likely to be relevant at 
high temperature in supercritical conditions all display small oscillator strengths. These findings are 
consistent with the experimentally observed attenuation of the OH signature absorption transition at 
higher temperature. Finally we noted that the third transition energy increased with decreasing cluster 
size. Accordingly the calculations suggested that the maximum of the absorption peak in the region of 
230nm shifts to the blue with increasing temperature. 
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Electron Transfer Dynamics 
Electron transfer and acid-base reactions are the most important classes of reactions in bulk 
and interfacial chemistry. We have shown that femtosecond second harmonic generation(SHG) 
can be used to measure the dynamics of electron transfer from a donor molecule, which in 
these experiments is N,N’- dimethylaniline, to various excited state coumarin acceptor 
molecules at a liquid /liquid ( N,N’- dimethylaniline/aqueous ) interface. These studies are the 
first direct measurements of ultrafast electron transfer at liquid interfaces. 

 
The activation free energy in electron transfer theory depends linearly on the redox potentials 
of the donor and acceptor molecules. To investigate this dependence of the dynamics we have 
initiated experiments on coumarin C152, which has a reduction potential that is less negative 
by 0.11ev than C314, which we have also investigated. The less negative reduction potential, 
keeping the donor the same, increases the electron transfer rate because the “electron affinity” 
of the acceptor    molecule  has increased. We find that the forward electron transfer from the 
ground state donor, N,N’-dimethylaniline to photoexcited C152 is 3.2 ± 0.5ps, which is 
significantly faster than the C314 transfer time of  14 ± 2 ps at the same interface. In order to 
test interfacial electron treatments the only significant parameter in the theory we need an 
estimate of is the reorganization energy. To achieve this objective we have initiated a 
collaboration with Prof. Ilan Benjamin, who will calculate the reorganization energy for the 
systems that we have investigated. Compared with electron transfer studies of C314 and C152 
in bulk DMA we find that electron transfer is somewhat faster for C314 at the DMA/aqueous 
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interface than in the bulk, 25 ps (0,7) and 3.4 ps (0.3),  but slower for C152 at the interface than 
in the bulk DMA, 0.44 ps (0.77) and 2.5 ps (0.23). Based on redox potentials and the lower 
polarity estimated from SHG measurements of their interfacial spectra, we would expect both 
coumarins to be faster at the interface  However we do not know the reorganization energies, 
which clearly are crucial factors. The Benjamin calculations could explain these opposite 
findings. 
In these interfacial electron transfer experiments we have succeeded in using different 
measurements to probe not only the forward electron transfer but the back electron transfer, 
which generates the ground state donor and the ground state acceptor molecules. Bulk studies 
of both the forward and the back electron transfer dynamics are not available for coumarins in 
DMA. One method that we have used measures the decay time of the DMA+· radical cation to 
ground state DMA, C314-· + DMA+· →  C314  +  DMA, which is the true back electron 
transfer time. The other method is indirect, based on the increase in the ground state C314 
population as the reaction occurs, C314-·  +  DMA+·  →  C314 +  DMA. The donor cation 
decay time, yields the back electron transfer time of 163  ±  4 ps, whereas the the return of  
C314-· to ground state C314 is 183  ±  5 ps. The apparently slower recovery time of  C314 is 
attributed to the relative orientation of the DMA+· - C314-· pair that is required for back 
electron transfer to occur. As a consequence the newly formed C314 molecules are not likely 
to be in their equilibrium orientational distribution. Thus they undergo orientational motions to 
achieve orientational equilibrium,  which increases the observed C314 recovery time.  
 Transport of Organic Ions Across Nanoparticle Membrane Interface 
Transmembrane movement of ions across the enormous range of membrane structures are 
important processes in science and technology. We have shown that SHG can be used to 
measure in real time the transport of an organic cation, malachite green (MG), across the 
phospholipid(DOPG) bilayer of a 110 ± 5nm liposome in aqueous solution. The principal idea 
of the method is that on rapidly mixing, ~ 1s , a solution containing liposomes with a solution 
containing MG, there is a rapid rise, ~1s , in the SHG signal as MG adsorbs to the outer layer 
of the liposome, which then decreases in time as MG crosses into the inner compartment of the 
liposome and adsorbs to the inner layer of the liposome. By symmetry the MG that adsorbs to 
the inner layer have the opposite orientation to those adsorbed to the outer layer. Because the 
thickness of  the bilayer, ~ 5nm, is much less than the SHG coherence length, the incident light 
induced second order polarizations for MG in the outer vs. inner layers have opposite signs and 
therefore cancel. This cancellation reduces the SHG signal as MG crosses the bilayer and 
adsorbs to the inner layer. Although the MG concentration gradient from outside to inside the 
liposome drives MG across the membrane, there is a buildup of positive charge inside the 
liposome as this occurs, which opposes the further transport of MG to the inner compartment. 
It is this creation of a positively charged “barrier” that we attribute the observation that the  
SHG signal does not decay to a value determined by the ratio of the inner to outer surface, 
~0.15 areas, but rather to a value of  0.59 ± 0.03. We have shown in some earlier experiments 
that introducing the ionophore valinomycinm Val, that can carry Na+ across a phospholipid 
bilayer prevents the formation of an electrostatic “barrier” by a process in which as MG crosses 
into the inner compartment , a Na+ ion is transported out of the liposome balancing the flow of 
charge. Experiments in the presence of the ionophore were found to yield a decay of the SHG 
signal to a value of 0.15 ±  0.02, which is in good agreement  with the predicted value. 
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 We have extended these studies to include 
an ionophore, CCCP, that transports only 

protons across a phospholipid membrane, in 
contrast to valinomycin that transports alkali 
ions but not protons. We have found that the 
CCCP ionophore has a very small effect, on 
the SHG signal indicating that there is an 
insufficient population of protons inside the 
liposome to cross to the outside as the MG 
crosses to the inner compartment. We were 
unable to use pH indicators to measure the 
inside pH because of photochemical 
processes for the indicators used.  To probe a 
different mechanism for transporting small 
ions across membranes we have used a 
polypeptide, gramicidin A, gA, which forms 
a channel across the bilayer enabling small 
cations to cross. In contrast to the ionophore  
 

Val we observed a much faster decay in the SHG signal 11 ± 1s using gA versus 138 ± 9s 
using Val. However the SHG does not decay to a value close to 0.15, but rather levels off well 
above at 0.25 ± 0.03,indicating  that the maximum population of  MG  inside is not achieved. 
The different behavior of gA is attributed to  the fact that protons as well as sodium ions can 
cross via the gA channel whereas for Val sodium ions but not protons can be carried across the 
bilayer. As a consequence the passage of protons via the gA channel does not relieve the 
buildup of positive charge inside the liposome. It then follows that MG does not reach its 
maximum inner population and the SHG signal remains high. The final steady state value of 
the MG  inner population is determined by the balance of the concentration gradients of  MG, 
sodium ions, and protons. Experiments at different outer pH values and sodium concentrations 
will be performed to test the proposed explanation of the different transport properties of these 
three antibiotics. 
Acid – Base Chemistry at a Polymer Microparticle Interface 
A significant manifestation of the unique properties of liquid interfaces is the change in 
chemical equilibria relative to bulk liquids. In our current research we use SHG to measure the 
pKa of  0.91 μm polystyrenecarboxyl spheres in aqueous solution. We refer to the method that 
we use as the χ(3) method because it is the third order polarization P2ω=χ(2)EωEω + χ(3)EωEωEstatic 
that is sensitive to the surface charge due to the electric field Estatic that it creates. The surface 
charge is determined by the population of the charged species, acid or base, in these 
experiments it is the anionic carboxylate moiety, which in turn depends on the interfacial 
chemical equilibrium, pKa . Because the electric field due to the surface charge extends into the 
bulk water, polarizing the bulk water molecules, we integrate the contributions to SHG from 
infinity to zero, which yields the electrostatic potential at the particle surface,Ф. From 
measurements of the SHG signal as a function of  bulk electrolyte concentration we obtain the 
electrostatic potential at the particle/aqueous interface. We then measure the SHG signal as a 
function of  bulk pH. The interfacial pH is assumed to be related to the bulk pH by the 
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Boltzmann factor, which is obtained from our measurement of the surface potential, exp( -
eФ/kT ). We find that the interfacial carboxyl group of the polymer particle is 3-4 times less 
acidic than carboxylic acids of similar structure in bulk water. The decrease in acidity is  due to 
the repulsive interactions of the carboxylate groups, which shifts the pKa to the neutral 
carboxyl form. 
Future Plans 
We have set up a sum frequency generation laser system that enables us to probe ultrafast 
excited electronic state dynamics, e.g. energy relaxation, chemical reactions, and interfacial 
solvent and solute motions. In preliminary experiments we have pumped organic molecules to  
an excited electronic state and measured interfacial molecular rotational motions of a SFG 
active vibrational chromophore. We plan to probe different vibrational chromophores in a 
given molecule so that we can obtain the change in the absolute orientation of  the molecule 
with time. We have completed the first step in selecting an organic molecule and measuring its 
absolute orientation at the air/aqueous interface using the SFG method that we have developed. 
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Halophile bacteria like Halobacterium halobium are equipped with a light-energy transducing 

membrane called purple membrane. Such membrane contains a single protein: bacteriorhodopsin 

(bR), capable of absorbing light and converting it to an electrochemical gradient with surprising 

efficiency; gradient that is then used by the bacteria for ATP synthesis and other vital functions. 

The protein folds in seven helices (named A to G) arranged in an arc-like structure. Retinal is 

covalently bound to one of the helices trough a base Schiff to Lys216. Upon light absorption the 

Retinal Schiff Base (RSB) goes trough several metastable intermediates with various lifetimes 

ranging from hundreds of femtoseconds to the microsecond timescale. 

BR is the most studied proton pump biological system. A great amount of work is carried 

in its function. In this study, the effect of plasmonic field on the rate of the different steps in its 

photocycle is being examined. The effect on the primary step following femtosecond excitation 

are obtained and discussed 

 

Recent progress:  
Trials to introduce Gold nanoparticle in bR 

 
The introduction of Au-NPs on the bR was system attempted by using different strategies. 

The first attempt was based on recent reports in the literatures of Au-NPs being 

synthesized biologically inside living cells such as bacteria
1-3

 and human cell
4
. The same type of 

strategy was used to induce the formation of Au-NPs on the surface of Halobacterium halobium 

(strain S9), by adding HAuCl4 in known concentrations to the growth medium. Concentrations 

around 1 mM in HAuCl4 were used and the bacteria were left to grow in the presence of Au(III) 

ions for few days, after which TEM images of the bacteria were taken. They revealed the 

presence of Au-NPs of various sizes, from 10 to 250 nm, both on the bacteria surface and in the 

medium, having irregular shapes.  

After bR is purified from the bacteria according to the standard procedure
5
; NPs are not present 

anymore on it. The procedure involving bacteria lysis followed by repeated washes and 

centrifugations, completely removed the NPs from the bR. 

 

A second approach consisted of the addition of HAuCl4 in concentration around 1 mM to 

the already purified bR patches in water solution. 

After few minutes from the addition of the Gold (III) chloride trihydrate the bR solutions goes 

from deep purple to dark yellow. Linear spectra of the solutions show that the Retinal Base Schiff  

(RBS) band has disappeared which is a clear sign of a bleached purple membrane. The formation 

of Au-NPs on the bleach protein was observed both by dark field microscope and TEM. Their 

size range is again broad, since they are formed under uncontrolled condition. The samples 

obtained are of no use since the heart of the system, the RBS, is missing.  

 

The third approach consisted on adding Au and Ag-NPs, citrate capped, to a solution of 

bR in a buffer. After addition of the NPs, the dark field microscope reveals that NPs are gathering 

around the bR patches, covering their surfaces. This approach has been considered the more 
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successful since it allows control of the NPs size used, and with no chemicals added, it has 

virtually no impact on bR. 

 

Effect of the plasmon field on the Protein Raman 

 

Raman spectroscopy and lately SERS from plasmonic nanoparticles and nanorods in particular 

has been extremely useful in providing information from biological systems like cells
6, 7

. 

Raman spectra of bR and bR with Au and Ag-NPs at 785nm are taken. When NPs are present in 

the sample the retinal base Schiff spectrum normally obtained at this wavelength is replaced by a 

different set of peaks. 

Below the normalized spectrum of bR with Ag-NPs citrate capped (red) and the spectrum of just 

Ag-NPs (gray) are reported. 

The blue arrows on fig. 1 indicate peaks that belong to the bR system. 
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Fig1: Raman spectra at 785nm of Ag-NPs citrate capped and bR with Ag-NPs citrate capped 

 

The possibility of studying protein at wavelength in the near IR, without using damaging UV 

excitation wavelength as was done in the past
8, 9

 could open the possibility of study bR 

photocycle from the protein stand point by time resolved Raman spectroscopy. 

 

Effect of the plasmon field on bR primary step
10

 

 
The prevailing model for describing the evolution of the RBS out of the Frank-Condon region 

after absorption of a photon is based on pump-probe experiments with subpicosecond 

resolution
11, 12

 . It is believe that a relaxation time of ≈ 100 fs takes place from the Frank Condon 

to the I460 state. Time-resolved Raman confirmed that no actual rotation is taking place during this 

time along the C13=C14 bond, but instead that the double bond distance changes
13

. 

The complete twisting is believed to happen while going from the I460 to J625 intermediates
14

 

although in the literature there are papers questioning this point as well
15

. 

Even though the dynamic details of the first light-induced event in bR have not jet been defined 

completely, the lifetime of I460 was confirmed to be around 500 fs
11

. 
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In this study fs time resolved pump-probe experiment was designed to measure I460 decay time 

when bR is in presence of 40 nm Au-NPs citrate capped. The excitation wavelength of 560 nm, 

used for all the samples, exciting both the retinal and the Au-NPs surface plasmon while the 

white light probe is set at 490 nm. 
By exciting the NPs surface plasmon, the collective oscillation of the conduction electrons 

generates a strong spatial field distribution that reaches steady state few femtosecond after 

excitation
16

.The dynamic the electron-phonon coupling was measured for the 40 nm Au-NPs 

synthesized and it was found to be 1.8 ps. 

As reported on table 1 I460 lifetime increases when NPs are present, not only that, as the NPs 

concentration increases so is their effect on I460 lifetime.  

 

Sample 40 nm Au-NPs conc./10
-9 

Mol I460 Decay lifetime / fs 

bR - 470 

Solution A  0.16 515 

Solution B  1.6 720 

Solution C  2.4 800 

 
Table 1: I460 lifetime for bR and bR in presence of 40 nm Au-NPs citrate capped at different concentration 

in phosphate solution (50 mM) at pH 7.0. 
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Fig.2: Time resolve fs pump-probe of bR and bR with different concentration of Au-NPs (40 nm diameter 

citrate capped). As the gold nanoparticles increases, the excited state of the bR retinal increases. 

 

It is important to realize that the photon-photon relaxation time in gold nanospheres is one 

hundred picosecond
16

. This and the fact that the repetition rate of the laser system is 500 Hz 

eliminates the possibility that the observed change in the dynamic is a result of thermal effects 

resulting from the phonon-phonon relaxation within the nanoparticles, leaving the field generated 

upon plasmon excitation as the only cause for such observed change in excited state lifetime. 

In order to understand the origin of such differences in the I460 decay time the dynamic of what 

happens as the retinal system is rapidly excited within the protein cavity has to be considered. 

An aspect where theoretical calculations and experiments agree upon is the large charge 

redistribution in RBS following the absorption of light. Theoretical prediction for the Schiff base 
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system immediately after excitation is close to a neutral amino group with a positively charged 

polyene chain
17

. The charge is rearranged and goes from the amino group to the polyene chain. 

This charge-unbalanced system should induce polarization on the protein cavity around it in the 

presence of an oscillating plasmonic electric field. As a result, the retinal electronic system is 

going to have a different potential energy surface than the unperturbed system. This should affect 

the rate, of its dynamic within its protein pocket, as shown by the experimental data on fig. 2. As 

more and more NPs accumulate on bR surface, getting close to one another and adding up their 

fields, the effect is ultimately amplified as table 1 shows. 

 

Future plan 

 

The other main process in bR proton pump is the rise and decay of M412 intermediate in which the 

proton is released and recombined. This will be studied in presence of NPs and as function of 

their concentrations in details. 
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PROGRAM SCOPE: 
  
     A major component of the Chemical Physics Program at Ames Laboratory focuses on the 
modeling of heterogeneous catalysis and other complex reaction phenomena (mainly at 
surfaces). This effort integrates electronic structure analysis, non-equilibrium statistical 
mechanics, and multi-scale modeling. The electronic structure component includes DFT-VASP 
analysis of chemisorption and reaction energetics on metal surfaces, as well as application of 
QM/MM methods (in collaboration with M.S. Gordon) to treat adsorption and reaction 
phenomena on semiconductor surfaces. The non-equilibrium statistical mechanics and multi-
scale modeling studies of surface phenomena include Kinetic Monte Carlo (KMC) simulation of 
atomistic models, coarse-grained, and heterogeneous multiscale formulations. One aspect of this 
effort relates to heterogeneous catalysis on metal surfaces, where we consider both reactions on 
extended single crystal surfaces (including connecting atomistic to mesoscale behavior) as well 
as nanoscale catalyst systems (exploring the role of fluctuations). Another aspect focuses on 
reaction processes on semiconductor surfaces (including etching and oxidation). In addition, we 
are exploring cooperative behavior in statistical mechanical models for general reaction 
processes which exhibit non-equilibrium phase transitions and critical phenomena. 
 
RECENT PROGRESS: 
  
HETEROGENEOUS CATALYSIS ON METAL SURFACES 
  
     (i) Multi-site lattice-gas modeling of CO-oxidation on metal(100) surfaces. A basic goal 
for theoretical surface science since the early 1980’s has been to develop realistic atomistic 
models for key catalytic reactions on metal surfaces. For low-pressure conditions, a challenge is 
that behavior is impacted by high mobility and delicate ordering of reactant adspecies. We have 
successfully developed realistic multi-site lattice-gas models and efficient KMC simulation 
algorithms to describe CO-oxidation on unreconstructed metal(100) surfaces [1-3,12,20]. 
Essential ingredients include: multiple adsorption sites with distinct binding; accurate adspecies 
interactions which control ordering in the mixed adlayer; rapid surface mobility of CO and lower 
mobility of O; realistic description of adsorption-desorption and LH reaction kinetics. Energetic 
parameters are determined with guidance from DFT analysis, but refined to describe key aspects 
of experimental observations for constituent single-adspecies systems. Recent work focused on 
CO+O/Rh(100) where DFT fails to predict relative binding energies for CO at various sites. We 
described ordering and TPD for the constituent adspecies, and TPR kinetics for CO-oxidation. 
    (iii) Analysis of catalytic reactions for higher pressures and smaller (nanoscale) systems: 
To begin to explore reaction behavior “closing the pressure gap”, the above realistic atomistic 
models are applied to analyze CO-oxidation behavior for higher pressures, but still below the 
threshold for oxide formation. For such pressures (or for lower temperatures), we find reactant 
phase separation which can produce atomically sharp reaction fronts. To also “close the materials 
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gap” by considering nanoscale reaction systems, the models are used to explore fluctuation-
dominated CO-oxidation behavior on nanofacets. Previously, we have characterized fluctuation-
induced transitions in such bistable nanosystems using simplified lattice-gas models, and also 
characterized non-equilibrium critical phenomena near cusp points in the bifurcation diagram. 
For higher pressures or lower temperatures, we find non-mean-field-type fluctuation-induced 
transitions associated with reactant phase separation [15,16]. Studies of CO-oxidation on metal 
Field Emitter Tips provide a powerful tool for in-situ real-time investigation of such effects.  
 
OTHER COMPLEX SURFACE AND MESOPOROUS REACTION SYSTEMS 
  
    (i) Polymerization reactions in mesoporous silica systems. Our broad goal is to develop 
models for catalysis in mesoporous systems. Initially, we are focusing on the kinetics of 
polymerization of PPB within mesoporous silica (MCM-41) which has been functionalized with 
internal catalysts sites. We have adopted a stochastic atomistic lattice-gas modeling strategy 
accounting for anomalous diffusive transport of reactant monomers to a distribution of catalytic 
sites within the pore. Model output yields the resulting polymerization kinetics, the extent of 
product polymer extrusion, product chain length distribution and spatial distribution. 
    (iI) Morphological evolution during etching and oxidation of vicinal Si(100). Exposure of 
vicinal Si(100) to oxygen at ~600° C produces step recession due to etching [Si + O(ads) → 
SiO(gas) + vacancy] in competition with surface oxide formation [Si + 2O(ads) → SiO2]. Oxide 
islands mask etching of the underlying Si and pin receding steps [8,10]. Previous atomistic 
modeling recovered the observed dramatic bending of meandering SB steps around pinning sites, 
and the snap-off of stiffer SA steps. It also described mixed-mode etch pit nucleation and step 
flow on alternating terraces. However, model reliability was inhibited by limited characterization 
of oxide nucleation. New STM studies provide further insight into this process, which can be 
tested with QM/MM analysis from the Gordon group, and which is being incorporated into a 
refined model. Work continues on implementing phase-field modeling of surface morphologies 
coupled with appropriate reaction kinetics – providing a powerful and versatile modeling tool. 
      
FUNDAMENTAL PHENOMENA IN FAR-FROM-EQUILIBRIUM REACTION SYSTEMS 
  
      Other general statistical mechanical studies of non-linear reaction systems focus on non-
equilibrium phase transitions and associated metastability and criticality phenomena. The goal is 
to advance understanding of these phenomena to a level comparable to that for equilibrium 
systems. The significance of such problems was highlighted in the preliminary report of the 
BESAC Science Grand Challenges subcommittee under the heading Cardinal Principles of Behavior 
beyond Equilibrium. We have thus analyzed a statistical mechanical version of Schloegl’s second 
model for autocatalysis (aka. the quadratic contact process) revealing a discontinuous non-
equilibrium transition between reactive and extinct states displaying metastability. In dramatic 
contrast to equilibrium systems, we find a remarkable “generic two-phase coexistence” for a finite 
range of control parameter! We explain this feature in terms of dependence of equistability on the 
orientation of the interface between the coexisting phases. We also analyze unusual features of non-
equilibrium reaction kinetics (including nucleation rates and Arvami behavior in the metastable 
regime), associated spatio-temporal behavior, and develop approximate analytic tools to elucidate 
behavior. We are extending these analyses to consideration of idealized ZGB-type surface reaction 
models, which although too simplest to describe standard low-pressure reaction behavior, may 
provide a valuable paradigm for higher pressure low-mobility fluctuation-dominated reactions. 
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FUTURE PLANS: 
  
HETEROGENEOUS CATALYSIS ON METAL SURFACES 
  

    (i) Chemisorbed adlayer structure and dynamics (probed by STM) and the role of steps 
in reactions (probed by LEEM).  We plan to explore surface phenomena related to ordering 
and dynamics in chemisorbed layers on metal surfaces probed by in-situ STM: self-organized S 
complexes on Ag (Thiel - Ames Lab), and the dynamics of CO clusters in CO + H on Pd 
(Salmeron - LBL). We will also explore the role of steps in reactions, particularly involving NO 
dissociation. Our goal here is to develop models which couple reaction kinetics to step dynamics, 
and which allow description of behavior observed with in-situ LEEM as planned by Imbihl. 
    (ii) CO-oxidation and NO-reduction reactions on metal surfaces of Rh, Pd, etc. We will 
develop further realistic atomistic models for catalytic reactions on various extended single-
crystal metal (111) and (100) surfaces. In addition, such models will be applied to elucidate 
reaction behavior in nanoscale systems (e.g., on the nanofacets of FET’s and supported clusters). 
Efforts will begin to explore higher-pressure catalysis and associated oxide formation processes. 
Our models will incorporate input from electronic structure studies, and we will analyze reaction 
behavior primarily utilizing KMC simulation. 
    (iii) Heterogeneous Coupled Lattice-Gas (HCLG) multiscale modeling of pattern 
formation in surface reactions. We will continue to develop multiscale algorithms as part of 
our HCLG approach (including implementation of parallel KMC simulation and efficient 
algorithms for on-the-fly analysis of chemical diffusion). Most other heterogeneous multiscale 
methods assume local equilibration, a feature which is often not satisfied in surface reaction 
systems with long-range ordering of the adlayer. We will pursue development of reliable “lifting 
procedures” generating micro- from macro-states facilitating efficient treatment of such systems. 
     
OTHER COMPLEX SURFACE AND MESOPOROUS REACTION SYSTEMS 
 
     Our modeling of etching, oxidation, and other reactions on vicinal Si(100) will focus on 
development of coarse-grained phase-field type formulations describing evolution of surface 
morphology. This latter approach is versatile, allowing efficient integration of various models for 
the surface chemistry with a computationally efficient framework to describe complex surface 
morphologies. DFT and QM/MM will be applied to provide precise and detailed information on 
key energetics as input to such modeling. Processes of interest will include etching and CVD. 
     We will pursue investigations of the stochastic atomistic model for polymerization kinetics in 
mesoporous systems, implementing refinements to integrate new experimental observations 
(e.g., polymer diffusivity from NMR-PFG studies). Further effort will focus on the “extrusion 
regime” of particular interest for experiments. We aim to model entropic or other driving forces 
for extrusion, the distribution of catalytic sites, and control of reactant input (including chiral 
selectivity) via gatekeepers which could induce diffusion offsets for different reactants. 
 
FUNDAMENTAL PHENOMENA IN FAR-FROM-EQUILIBRIUM REACTION SYSTEMS 
  
    Analysis will continue of non-equilibrium phase transitions in a variety of statistical 
mechanical reaction models. Issues of metastability and nucleation, and well as critical 
phenomena, are of fundamental interest for these non-equilibrium systems where the standard 
thermodynamic framework (e.g., involving a free energy) cannot be applied. The ramifications 
of anomalous behavior such as “generic two-phase coexistence” will be explored. 
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Program Scope 

 
The primary objective of this project is to describe, on a molecular level, the 

solvent/solute structure and dynamics in fluids such as water under extremely non-ideal 
conditions. The scope of studies includes solute–solvent interactions, clustering, ion-pair 
formation, and hydrogen bonding occurring under extremes of temperature, concentration and 
pH. The effort entails the use of spectroscopic techniques such as x-ray absorption fine structure 
(XAFS) spectroscopy, coupled with theoretical methods such as molecular dynamics (MD-
XAFS), and electronic structure calculations in order to test and refine structural models of these 
systems.  In total, these methods allow for a comprehensive assessment of solvation and the 
chemical state of an ion or solute under any condition.  The research is answering major 
scientific questions in areas related to energy-efficient separations, hydrogen storage 
(thermochemical water splitting) and sustainable nuclear energy (aqueous ion chemistry and 
corrosion). This program provides the structural information that is the scientific basis for the 
chemical thermodynamic data and models in these systems under non-ideal conditions. 

 
Recent Progress  
 

When a transition metal ion forms a contact ion pair with a halide ion in water the 
resultant bond often involves a certain degree of covalency.  This association profoundly changes 
the coordination structure about the hydrated ion.  Under ambient conditions, the predominant 
species is usually the fully hydrated ion but at extreme temperature or high halide concentrations 
the contact ion pair is generated.  From XAFS measurements of these species we have found that 
conventional molecular dynamics simulations and standard thermodynamic models often fail to 
accurately predict the ion pair structure.  Increasingly we find that electronic structure 
calculations for small clusters and, more importantly, ab initio molecular dynamics simulations 
provide an accurate prediction of structure.  A vivid example of this is shown in Figure 1 where 
the unusual structure of the CuCl2

- contact ion pair in water is presented.  XAFS measurements 
clearly show a complete absence of hydrating waters about Cu1+.  Further, this mostly bare Cu1+ 
ion binds two Cl- in a collinear arrangement. As shown in Fig. 1, classical molecular dynamics 
simulations and the best available thermodynamic models (Born model) completely fail to 
capture the major features of the structure.  On the other hand, recent ab initio molecular 
dynamics simulations provide a remarkably accurate representation of the structure including (i) 
the Cu-Cl coordination number, (ii) the Cu-Cl bond length and (iii) the absence of hydrating 
waters about the Cu. 
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EXAFS and XANES Molecular Dynamics Born Model (HKF) Molecular Dynamics 
• Multiple scattering, Cl-Cu-Cl • Classical potentials • Equation of state • Ab initio/ Car-Parrinello 
• No scattering from H2O • SPC/E model •  ε = f(T,P) • DFT with PBE functional 

 
Figure 1.  Contrasting XAFS measurements of the Cu+/Cl- contact ion pair structure with recent results from 

simulations and thermodynamic models.  a. XAFS measurements from diamond window cell at 
325°C, 1,2  b. classical molecular dynamics simulation, 1,2  c. Born model equation of state,3 d. 
Car-Parrinello molecular dynamics simulations.4 

 
To follow up on these new and interesting findings we have made measurements of the 

Ag+/Cl- contact ion pair.  These XAFS measurements are shedding light on the mechanism that 
leads to a complete loss of hydrating waters about the cation.  This is the first time that the full 
molecular structure of AgCl2

- has been determined in water.  We have found that the structure of 
AgCl2

- is nearly identical to that of CuCl2
- including the loss of hydrating waters about the cation.   

Cu(I) ([Ar] 3d10) and Ag(I) ([Kr] 4d10) have very similar electronic structures although their 
coordination structures are often different.  Crystalline Ag(I) compounds often exhibit linear 
twofold coordination that has in part been attributed to hybridization of the 4dz2 and 5s orbitals.   
Electronic structure calculations of a   Cl-Ag-Cl cluster show a large amount of charge transfer 
between the Cu and the Cl, reducing the local electrostatic charge on Ag from +1 to about +0.26.  
Hence we have shown that Ag+ loses waters-of-hydration upon formation of the AgCl2

- ion pair 
due to reduced ionic charge on Ag via covalent bonding with Cl.   Future studies will explore ab 
initio molecular dynamics simulations of the contact ion pair.   

 
Future Plans 

 
Long established views of hydration and ion pairing are being challenged in a series of 

XAFS studies.  These XAFS structural results will be tested and refined using electronic 
structure calculations of small cluster and ab initio molecular simulations techniques.  Along 
these lines we are planning a series of low-energy studies at the Cl K-edge and the Ag L3 edge.  
The Cl K-edge spectra probe the local coordination structure about Cl- from the extended x-ray 
absorption region.   Equally important is the near-edge spectral region containing the 1s -> np 
transition providing a direct measure of the covalency of cation-Cl bond.  Several systems are 
currently under investigation: 

 
Chloride/Hydronium Interaction.  Experimental measurements of the structure of 

hydronium ion  (H3O+) in water are scarce.  A recent, concerted effort, using neutron diffraction 
(NDIS) returned limited results.5  In  this case, the various pair distribution functions could not 
be fully resolved, mandating reliance on Monte Carlo interpretation with only partially 
satisfactory results.  For instance, the measured Cl-H3O distance from NDIS is significantly 

a b c d 
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different than the distance predicted from DFT molecular dynamics simulations.6  The DFT 
simulation shows that the Cl-O distance for hydronium is about 0.2 Å shorter than that for a 
hydrating water molecule. We have recently developed methods for making XAFS transmission 
measurements of aqueous at these low x-ray energies.  Preliminary data shows a shortening of 
the Cl-O distance (from H3O+) that is approximately equal to the theoretical value. Thus this 
study will provide the first direct measure of the Cl-/H3O+ distance and provide an excellent 
comparison to ab initio molecular dynamics studies of the same system. 
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Figure 2.  XAFS spectra of Cl- in aqueous systems probing the electronic state of the ion pair interaction and 

the coordination structure.  
 

Silver Ion Hydration.  The conventional view of hydrated Ag+ is that four water 
molecules form a purely tetrahedral structure about the ion.  This result is based upon NDIS and 
XAFS studies from nearly two decades ago.  Recent electronic structure calculations for small 
clusters and ab initio molecular dynamics simulations show that the structure can be better 
described as trigonal bipyramidal or distorted octahedral.  In the K-edge spectrum of aqueous 
Ag+, we discovered the existence of a strong multiple scattering (MS) peak at twice the Ag-O 
distance.  Multiple scattering can originate from either the collinear O-Ag-O paths (octahedral 
structure) or from the double return Ag-O scattering path (tetrahedral structure) making it 
impossible to clearly differentiate the two structures.  We discovered that by evaluating both the 
K- and L3-edge EXAFS spectra, it is possible to differentiate the two structures.  In the L3-edge 
spectra, the double-return, multiple scattering path is 180° phase shifted with respect to the 
collinear paths (due to initial state excitation from s vs p orbital).  Hence by simultaneous fitting 
both spectra, we will be able to clearly identify the hydration symmetry. These Ag studies should 
completely rewrite our understanding of Ag+ hydration bringing experimental studies inline with 
recent theory. 

 
Hydration of Iodide and Ion Pairing with Hydronium. Finally we are beginning to explore 

aqueous iodide as I-/H3O+ and I2
- and I- in concentrated HI/H2SO4 solutions at elevated 

temperature.  Very little is known about the I- coordination chemistry under these conditions.  
These extremely nonideal conditions are used in the sulfur-iodide thermochemical route to water 
splitting for H2 generation 

 
Collaborators on this project include G.K Schenter, S. M. Kathmann, C. J. Mundy, L. X. Dang, 
V.-A. Glezakou, and Y. Chen. Battelle operates Pacific Northwest National Laboratory for the 
U. S. Department of Energy. 
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The long-term objective of this project is to understand the factors that control the 

chemical reactivity of atomic and molecular species in aqueous environments. Chemical 
reactions in condensed phase environments play crucial roles in a wide variety of problems 
important to the Department of Energy (DOE), (e.g., corrosion in nuclear reactors promoted by 
reactive radical species such as OH, release of hydrogen from hydrogen storage materials, 
catalysis for efficient energy use, and contaminant degradation in the environment by natural and 
remedial processes). The need in all of these areas is to control chemical reactions to eliminate 
unwanted reactions and/or to produce desired products. The control of reactivity in these 
complex systems demands knowledge of the factors that control the chemical reactions and 
requires understanding how these factors can be manipulated to affect the reaction rates. The 
goals of this research are the development of theoretical methods for describing reactions in 
condensed phases (primary aqueous liquids) and their application to to prototypical systems to 
develop fundamental knowledge need to solve problems of interest to DOE.  

A recent focus of our work is the development of a hybrid approach for free energy 
calculations that utilizes high-level electronic structure methods such as coupled cluster (CC) 
theory.  The use of accurate electronic structure methods in calculations of reaction energetics 
for condensed phase reactions is often impractical because of the need to sample over a large 
number of degrees of freedom. To circumvent this problem, we use an approach that is similar in 
spirit to the layered electronic structure methods of Morokuma and coworkers, which constructs 
a sequence of multiple representations of the reactive region allowing the bulk of statistical 
averaging to be shifted toward less expensive descriptions of the energetics.   

We begin by separating the condensed phase system into a reactive part (denoted the 
solute), which is treated quantum mechanically, and the rest of the system (denoted the solvent), 
which is treated by a classical molecular mechanics (MM) model. Three different descriptions of 
the solute are employed – CC, density functional theory (DFT) and electrostatic potential (ESP). 
In the ESP, the QM atoms are represented by effective ESP charges such that the electrostatic 
potential outside the solute region is the same as that produced from the full electron density 

(r). We use a thermodynamic cycle as depicted in the figure to take advantage of the state 
function property of the potential of mean force (PMF), W.  The free energy, or PMF, for going 
from a point in the configuration space of the solute, rA, to a second point, rB, is given by 

  
WAB = WAA

cc dft WBB
cc dft 

 
  

 
 + WAA

dft esp WBB
dft esp 

 
  

 
 + WAB

esp  

The first and second terms represent free energy difference for changing the description of the 
fixed solute region from the CC to DFT representations and from DFT to classical ESP 
representations, respectively. The third term represents the free energy difference for changing 
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solute configuration from rA to rB within the classical ESP/MM description. The benefit of using 
an intermediate DFT description is that the ground state DFT electron density should be fairly 
close to the nearly exact density generated by CC theory. The electron density is the sole 
coupling parameter between the solute electronic degrees of freedom and the solvent, therefore, 
the potential of mean force for the change from CC to DFT can be approximated by a simple 
total energy difference.  The potential of mean force calculated with the electrostatic potential, 
  WAB

esp , involves only classical molecular mechanics terms, which allows sampling to be 
performed over ensembles that are sufficiently large to converge the averages.  Evaluation of 

Figure: Thermodynamic cycle for free energy calculations (top left); free energy profile (bottom left) and 
reactant, transition, and product states (right) for the reaction OH- + CHCl3  CHCl2OH + Cl-. 
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  WAA
dft esp  uses a resampling strategy in which a small number of solvent configurations from 

the ESP/MM simulation are used to evaluate the average.   
This approach was applied to the SN2 reaction of CHCl3 and OH  in aqueous solution. 

The DFT calculations used the B3LYP exchange correlation functional with the 6-31+G* basis 
set, and the CC description was based on the locally renormalized variant of CC theory with 
single, double, and perturbative triple excitations (LR-CCSD(T)) with the aug-cc-pVDZ basis 
set. The solute was embedded in a 30 Å cubic box of 888 SPC/E water molecules representing 
the MM region. A zero-temperature minimum energy path was calculated for the total system at 
the DFT/MM level of theory using the nudged elastic band method.  The free energy profile, 
including contributions from the different terms, is shown in the figure.  Overall we find that the 
CC/MM approach gives a free energy reaction barrier of 29.3 kcal/mol and an overall reaction 
free energy of 46.7 kcal/mol. We note that DFT/MM treatment of the same process 
underestimates the reaction barrier (24.6 kcal/mol) but agrees well on the reaction free energy 
( 47 kcal/mol). 

Another focus of our research in the past few years has been on understanding the factors 
controlling radical reactions in aqueous systems.  An important factor is the effect of the open-
shell nature of the radical on the solvation structure around the radical, since solvation and 
solvent reorganization can play an important role in chemical reactivity.  Towards this end, we 
studied OH radical interactions with water to understand how the unpaired orbital in OH can 
affect the interaction energy. We employed CCSD(T)/aug-c-pVTZ  calculations to decompose 
the binding energies of the OH•(H2O)n (n=2, 3) complexes into their many-body contributions. 
We performed the energy decomposition with the scheme introduced by Hankins et al. [J. Chem. 
Phys. 53, 4544 (1970)] and applied by Xantheas [J. Chem. Phys. 100, 7523 (1994)] to water 
clusters. Geometries for the clusters were chosen to be the same as for the water clusters studied 
by Xantheas, with one of the hydrogen atoms removed from one of the water molecules. We find 
that the 3-body contributions to total binding energies of these clusters are comparable to those 
seen for the water clusters.  With basis set superposition error included, the 3-body contribution 
is about 17% in the OH•(H2O)2 cluster and about 24% in the OH•(H2O)3 cluster. The 4-body 
contribution is only 2% for the OH•(H2O)3 cluster, which is very similar to the value for the 
(H2O)4 cluster. We are using these results to assess the accuracy of the newly developed 
hydroxide-water interaction potential where the water part is described by the Thole-type model 
(TTM) for larger OH – water clusters. 

Collaborators on this project include M. Valiev, M.-K. Tsai, G. K. Schenter, M. Dupuis, 
T. Iordanov, S. S. Xantheas, J. Li, S. Du, and J. Francisco. Some of the work was performed 
using the Molecular Science Computing Facility in the Environmental Molecular Sciences 
Laboratory, a national scientific user facility sponsored by the Department of Energy’s Office of 
Biological and Environmental Research and located at Pacific Northwest National Laboratory 
(PNNL). Battelle operates PNNL for DOE.  
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Research in this program applies computational and theoretical tools to determine
structural and dynamical features of aqueous salt solutions. It focuses specifically on
heterogeneous environments, such as liquid-substrate interfaces and crystalline lattices,
that figure prominently in the chemistry of energy conversion. In these situations
conventional pictures of ion solvation, though quite accurate for predicting bulk behavior,
appear to fail dramatically, e.g., for predicting the spatial distribution of ions near
interfaces. We develop, simulate, and analyze reduced models to clarify the chemical
physics underlying these anomalies. We also scrutinize the statistical mechanics of
intramolecular vibrations in nonuniform aqueous systems, in order to draw concrete
connections between spectroscopic observables and evolving intermolecular structure.
Together with experimental collaborators we aim to make infrared and Raman
spectroscopy a quantitative tool for probing molecular arrangements in these solutions.

Our research efforts over the past year have primarily focused on developing a
prototype computational model for understanding the spatial arrangements of ions near
an interface between liquid water and vapor. Others have shown that detailed empirical
models of liquid water predict accumulation of polarizable anions (e.g., iodide) such an
interface. By contrast, physical intuition developed for ion solvation in bulk polar
solvents suggests that ions should be unambiguously repelled from the interface. We aim
to determine whether this unexpected behavior is unique to aqueous solutions, in which
case its explanations likely lie in the specific mechanics of hydrogen bonding.
Alternatively, ion “adsorption” to a liquid-vapor interface could result from a more
generic interplay between dielectric response and molecular granularity at the edge of a
liquid. Theoretical tools that usefully apply to these two scenarios are distinct in many
ways, and discriminating between them is an important first step. To this end we are
performing molecular dynamics simulations of a Stockmayer liquid, which caricatures a
polar solvent as a collection of spheres engaging in both van der Waals and dipolar
interactions. We have chosen the parameters of this model to reproduce the surface
tension and dielectric constant of liquid water.

We calculate the density profile of a single ion relative to a liquid slab’s center of
mass using importance sampling. Specifically, we apply a series of bias potentials that
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confine the ion to a thin cross-section of the slab, and reconstruct its complete spatial
distribution using weighted histogram analysis. Preliminary results indicate no (or very
weak) adsorption for non-polarizable ions comparable in size to solvent molecules. In the
near future we will systematically vary the ion’s size and polarizability and consider a
slightly elaborated solvent model that breaks charge symmetry and includes molecular
polarizability.

We have also continued previous efforts to build a quantitative framework for
interpreting Raman spectra of liquid water and salt solutions. Specifically, we have
shown that electric field statistics of the liquid mirror vibrational line shapes measured in
experiment very closely, even in the tails of thermal distributions. This correspondence
holds both for the pure liquid (more specifically, an isotopic mixture of dilute HOD in
D2O) and for alkali halide solutions (even at high ionic strength). Line shape predictions
depend primarily on a single adjustable parameter (whose value is the same in all cases),
which serves as an effective molecular dipole converting the liquid’s fluctuating electric
field into an instantaneous vibrational frequency. This parameter appears to accurately
encode effects of solvent dynamics and quantization, both neglected entirely in our
treatment. Fig. 1 illustrates the accuracy we have achieved in predicting Raman spectra.
How solvent dynamics contribute only a renormalization of the effective molecular
dipole is not at all obvious, and lies in contrast to calculations based on dynamical
formulae. Resolving this issue is the final step in establishing an accurate predictive
theory of Raman spectroscopy for aqueous solutions. To do so we plan: (1) to decompose
spectra computed from dynamical schemes according to trajectories’ initial frequencies,
in order to isolate specific fast modes of relaxation that currently distort predicted line
shapes; (2) to calculate the full quantum dynamics of an excited vibration in a classical
bath, rather than invoke idealizations of solvent-solute and radiation-solute coupling that
may not be appropriate for aqueous systems; and (3) to incorporate non-radiative
dissipation of vibrational energy into the solvent using ring polymer molecular dynamics.

Figure 1. Calculated (smooth grey line) and measured (dark line)
Raman spectra for an aqueous solution of KI. Solvent comprised
D2O and, in much smaller proportion, HOD molecules. Note the
logarithmic scale, highlighting close agreement well below peak
intensity.
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PROGRAM SCOPE 
Computational methods are used to study light interactions with nanosystems. Metallic 
nanostructures are of particular interest owing to the useful properties of surface plasmons.  
Microscopic studies of electronic, structural and optical properties, and continuum-level 
electrodynamics studies are involved. A goal is to learn how to confine and manipulate 
electromagnetic energy on the nanoscale. A wide range of methods is needed, and another goal is 
to develop a suite of nanophotonics simulation tools. We also work with applied mathematicians 
and computer scientists in developing algorithms and software with high-performance 
capabilities.  
 
At a microscopic level, we must understand the mechanisms underlying the assembly of atoms 
into clusters and clusters into larger systems. Understanding these mechanisms and the 
parameters they depend on is essential for designing cluster-based architectures with desired 
nanophotonics properties. Atomic-level mechanisms are ultimately defined by interatomic 
interactions. Accurate, efficient descriptions of these interactions are sought in order to uncover 
correct mechanisms.   This work also provides optical information, e.g. static and dynamic 
polarizabilities, for the estimation of size-dependent dielectric properties relevant to our 
electrodynamics work.  
 
The electromagnetic fields that result when light interacts with  nanostructures are predicted with 
computational electrodynamics methods. We seek to develop and apply theory and computational 
methods that enable a quantitative description of metallic nanostructures and, from this, 
understanding of the physical phenomena that are taking place. 
 
RECENT PROGRESS 
Microscopic Studies of Electronic, Structural and Optical Properties: We continued our work on 
the development of accurate, computationally efficient many-body potentials for metals, which 
are crucial for predictive large-scale dynamical simulations of nanoassembly relevant to 
nanophotonics. In collaboration with M. J. Lopez (University of Valladolid, Spain), we developed 
further the conceptual foundation of our fitting procedure (the minimal maximum error fitting 
scheme) by introducing an error analysis for linearly dependent physical characteristics. This 
analysis allows for an a priori selection of a set of linearly independent fitting properties that lead 
to the most accurate potential. The new approach is universal in that it is applicable to any 
element. In addition to Ni, Ag, Au, and Al, considered earlier, we developed new potentials for 
Cu and Pt. To make these potentials more adequate for the nanoscale regime, properties of both 
the bulk and the diatomic of the elements were included in the fitting set. The current work 
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focuses on the analysis of structural and dynamical properties of Cu and Pt particles of different 
sizes. 
 
We extended our earlier density functional theory (DFT) studies of structural and electronic 
properties of neutral Cu [22] and Ag [23] clusters to their anionic and cationic counterparts. For 
each cluster size, we identified a number of low-energy isomers. Analysis shows that the changes 
in the shapes of the most stable isomers can be correlated with and explained in terms of electron 
shell filling as defined by the jellium model. Work is in progress on computation of the spectra of 
electron binding energies of the anionic Cun and Agn. We use different schemes, including our 
own, to convert the nonphysical DFT Kohn-Sham eigenenergies into electron binding energies (a 
byproduct of this study will be a critical evaluation of the different procedures). As measured 
photoelectron spectra are available for Cun

- and Agn
-, comparison of the measured and computed 

results will be used to verify the validity of the structural forms predicted by the computations 
and/or to identify those structures that actually were generated in the experiments.  
 
We continued the development and application of our methodology for partitioning the total 
dipole moment and polarizability of finite systems into site-specific contributions, which are then 
further divided into the so-called dipole and charge transfer parts [29,45].  We illustrated the 
power of this methodology as a tool of analysis of the site-, size-, shape- and structure-specific 
features in the response properties of Si clusters [29,45] and applied it recently to Na clusters 
[46]. Similarly to the case of Si, Na atoms on the periphery exhibit much stronger responses to an 
external electric field than the interior atoms. The cumulative fraction of the charge transfer 
components in the total polarizability increases with the cluster size. The anisotropy of the 
polarizability correlates with the shape anisotropy of the clusters as gauged by their principal 
moments of inertia. Interestingly, it is the charge transfer component of the polarizability that is 
almost exclusively responsible for its anisotropy.   
 
In the past year we generalized our scheme to heterogeneous systems. This has been achieved 
through replacing the Voronoi cell based apportionment of the total charge density to individual 
atoms by the so-called stockholder partitioning methodology (the two give very similar results for 
homogeneous systems). Work is in progress on application of the new scheme to SinHm and CnHm 
clusters. The issues under investigation are the effects of the type, number, and location of the 
heteroatoms (in this case, H) on the response properties of nanosystems (in this case, Sin and Cn), 
and the use of heteroatoms as a means of changing and tuning the dielectric and, consequently, 
optical properties of nanosystems.  
 
We also continued our DFT-based studies of dielectric and optical properties of metal [6,26, 
27,47,48] and semiconductor [5,28] particles. In particular, we extended our earlier explorations 
of these properties in Agn, n=2-8, [6] and Aun, n=1-3, [27] to Ag and Au clusters of larger sizes. 
Through exhaustive search we identified eight low-energy isomers of Ag11 (all of them lie within 
~0.3 eV of each other) and characterized their static polarizabilities and optical absorption spectra 
[47]. Measured spectra are available for Ag11 embedded in argon matrices grown at 10 K and 28 
K and in a Ne matrix grown at 6 K, and the three display different absorption peaks. This 
indicates the importance of the embedding environment. Through a careful analysis we have 
shown that it is the most stable structure of Ag11 whose fingerprints can be identified in all three 
measured spectra. Our analysis also points to the more important role of the d electrons in optical 
transitions in Ag11 than in Agn clusters of smaller sizes. Work is in progress on extending these 
studies to different isomeric forms of Agn, n=10 and 12-20.   
 
The work on Aun clusters focused on the most stable structures for n=2-14 and 20. Our main 
findings include the following: 1) Below n=14 the polarizability shows an overall increase with 
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the cluster size modulated by odd-even oscillations; 2) The polarizability of Au14 is noticeably 
lower, which correlates with the 2D-to-3D transition in the preferred structure at n=14; 3) The d 
electrons are involved in the optical transitions to a substantially larger degree than in similar size 
Ag clusters; 4) The computed optical spectra are in very good agreement with the available 
experimental results. Work is also in progress on extending our earlier investigations of the 
structural/electronic [1] and dielectric [26] properties of hollow cage vs space-filling 
conformations of Aun, n=32, 38, 44, 50, 56, to their optical properties.  
 
In another extension [48] we used DFT to examine the anionic Mn13 and Co13 clusters 
encapsulated in an icosahedral Au20 cage and to analyze the effects of the “gold coating” on their 
structural, electronic, and magnetic characteristics. One of the interesting findings is that whereas 
the gold coating substantially enhances the magnetic moment of Mn13

-, it attenuates it for Co13
-. A 

question we intend to answer in the future is: Is this difference also reflected in the dielectric and 
optical properties of the two systems? Regarding semiconductor particles, work is in progress on 
electronic and optical characteristics of spherical Si shells. Other work in progress includes 
studies of silver-doped quartz surfaces and methodological issues related to the GW-Bethe-
Salpeter formalism for description of optical properties. The latter subject involves collaboration 
with J. R. Chelikowsky’s group (University of Texas, Austin). 
 
Electrodynamics Studies: Central themes of our computational electrodynamics work are close 
collaboration with experimental groups and a drive to quantitatively predict and understand light 
interactions in systems relevant to chemical sensing, nanoscale energy concentration and control, 
and other exciting possibilities. 
 
We studied the light transmission through nanoholes in silver and gold films, which are potential 
sensors. Extensive studies with the finite-difference time-domain (FDTD) method revealed the 
dependence of transmission on hole size, shape, film thickness, and the effect of circular rings 
around the holes [32, 52]. We did a collaborative study with Rowlen (Univ. of Colorado) on 
surface enhanced Raman scattering near holes. In collaborative work with the experimental 
groups of Rogers and Nuzzo (Univ. of Illinois), we used large-scale FDTD calculations to 
understand the origins of the large refractive index sensitivities found in periodic nanowell 
systems [38].  
 
Our studies of light scattering by particles continues to be active [30,31,35, 37]. This year, for 
example, we collaborated with S. Leone and others at LBL to study photoelectron emission by 
NaCl nanoparticles.  We collaborated with Bumm (Univ. of Oklahoma) to model near-field 
optical microscopy experiments for silver nanoprisms.   We studied how metal nanoparticles 
respond to fluorescence from nearby molecules, pointing to interesting scattering effects when 
plasmons are excited [39].  The introduction of a nonlinear medium between metal nanowires 
was studied, and a novel optical limiting effect was predicted [37]. 
 
We have developed a time-dependent DFT approach to calculating the excited states of metal 
particles, and of molecules interacting with metal particles.  Very recent calculations have 
revealed the connection between the quantum and continuum electrodynamics extinction spectra 
of small silver clusters for the first time. 
 
We are continuing our study of the electrodynamic forces acting on metallic nanoparticles 
interacting with strong radiation fields [39].  Most recently we have adapted the discrete dipole 
approximation to the calculation of these forces.  Of particular interest in recent work was the 
enhancement in forces due to plasmon excitation, and the dependence of the forces on particle 
size.   
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Computational theory for tailoring nanoplasmonic systems to concentrate and control optical 
energy at the nanoscale was also a focus [40-44,53-53].  We developed a Green’s function 
approach to describe the coherent control of the mechanical rotation of octupolar metal 
nanosystems (nanotriangles and nano-tetrahedra). This rotation occurs due to the interference of 
the fields at the second-harmonic (SH) frequency and the SH polarization. In Ref. [53] we 
developed a two-dimensional Wentzel-Kramers-Brillouin (WKB) approximation to describe the 
spatio-temporal coherent control of the adiabatic energy concentration at the nanoscale. This 
allows one to build a reliable and accurate enough initial approximation for numerical 
computations in this multi-scale, three-dimensional electrodynamic problem that poses significant 
computational challenges. Significant progress in solving the problem of coherent control of the 
optical energy distribution at the nanoscale has been achieved.  Using the time-reversal approach 
in Green’s function theory, we were able to build shaped waveforms that drive a nanosystem in 
such a way that the optical excitation converges at a given nano-spot at a required instance of 
time.  
 
FUTURE PLANS  
The work on more accurate semiempirical potentials will include new metals and will be 
extended to bimetallic systems as well as metal particle-support interactions. We will use the new 
potentials to carry out large-scale dynamical simulations of cluster-based nanoassembly on 
supports. The goal is to understand and characterize the mechanism governing the assembly 
processes as a function of the cluster material and size and the material, morphology, and 
temperature of the support. Such an understanding is the prerequisite of rational design and 
eventual assembly of nanoarchitectures with desired characteristics, including photonic. An 
integral part of the studies will be exploration of the important issue of thermal stability of the 
assembled nanosystems.  
 
We will continue our DFT studies of structural, electronic, and optical properties of metal and 
semiconductor clusters. The issues that will be covered include size-, material-, and structure-
specificity. Of particular interest is the degree of versatility of the different properties in isomeric 
forms that are energetically very close but have very different geometric structures (e.g., hollow 
cages vs space-filling conformations). Another important issue is combining the size effects with 
the composition effects to change the dielectric and optical characteristics of nanosystems and 
even tune them to the desired specifications. We will study this issue through adding dopants to 
clusters of different sizes and considering a cluster of one material endohedrally encapslated in a 
cluster of another material. Yet another factor is the role of the charge state. It may have a direct 
effect on the dielectric and optical properties and an indirect one, which may arise because of the 
fact that a change in the charge of a small nanosystem may cause a change in its preferred 
geometric structure.  
 
We will continue to develop and apply our new methodology for analysis of the site-specificity 
and dipole vs charge transfer character of the dipole moments and polarizabilities of finite 
systems. We will use it to enhance our atomic-level understanding of the evolution of these 
properties with the size and/or structure/shape of systems of interest to nanophotonics. We will 
explore the connection between the details of the response features of these systems and the 
specificity of their optical properties. In another application, we will use the methodology to 
establish classes of similarity of nanosystems of different materials as defined by the details of 
their response behavior. We will also utilize it to formulate a new analysis of the degree of 
metallicity, which will be used to explore and understand the intricate phenomenon of size-
induced transition to a metallic state. Among the issues that will be examined is the possible 
correlation between the degree of metallicity and the optical properties. The methodological work 
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will also include further analysis and adaptation of the GW-Bethe-Salpeter approach. The 
exploration on silver doped quartz surfaces will be continued as well.   
 
Our ultimate aim is a fundamental, comprehensive understanding of the finite-size specificity of 
the structural, thermal, electronic, and optical properties of nanosystems and the couplings 
between these properties, all considered as a function of system size and composition. This 
understanding will lead to physical models for efficient evaluation of photonic characteristics 
over a broad size range and establishment of connection with the electrodynamics of the bulk 
limit. 
 
Regarding our electrodynamics simulations, we will collaborate with Odom (Northwestern) to 
determine the influence of the index of refraction of a fluid that is on one side of the film on the 
transmission of light through a hole array/metal film structure.  Of particular interest are 
conditions where surface plasmon polariton (SPP) excitation on one side of the film can be 
coupled to  Wood’s anomaly (WA) excitation on the other side, as this combines the narrow 
lineshape of the WA with strong surface dielectric sensitivity of the SPP.  As an extension of our 
particle-based Kerr work, we will study how introducing a nonlinear Kerr medium within the 
holes of a hole array will influence transmission. We studied the effect of a Kerr nonlinear 
medium in the transmission of light through a hole array structure.  We will also work with Van 
Duyne to model his measurements of extinction and SERS spectra of silver nanoparticle clusters 
for which transmission electron microscope (TEM) images are also measured.  The TEM 
measurements provide exciting opportunities to connect the atomic scale structure (and defects) 
in the nanoparticles with their optical properties.  Also, the TEM measurements, in conjunction 
with SERS measurements and theory will tell us what are the unique hot spots that give rise to 
single-molecule SERS. 
 
We are developing an interface between classical electrodynamics and quantum chemistry so that 
we can study the coupling of molecules to enhanced electromagnetic fields on metal particle 
surfaces. Our electronic structure studies of plasmon excitation effects will be extended to studies 
of SERS and surface enhanced hyperRaman scattering.   
 
Concerning our work on optical concentration and control on the nanoscale, in the coming year 
we plan to: (i) Develop an adaptive grid computational scheme to solve the problem of a self-
similar nanolens, (ii) Numerically investigate spatio-temporal coherent control at the nanoscale, 
and (iii) Numerically investigate temporal-polarization coherent control at the nanoscale. 
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 This research program aims to employ non-equilibrium techniques to investigate the 
nature of the transition states for activated dissociative chemisorption of small molecules on 
catalytic metal surfaces. Two separate approaches/ideas are under investigation. In the first, we 
posit that dissociative chemisorption reactions on metal surfaces are primarily surface mediated 
electron transfer reactions for many hard-to-activate small molecules. Accordingly, the lowest 
lying affinity levels of these adsorbates, which are accessible by surface photochemistry and 
scanning tunneling microscopy (STM), will play a key electronic structure role in determining 
barrier heights for dissociative chemisorption. Electron transfer excitation into these adsorbate 
affinity levels followed by image potential acceleration towards the surface and rapid quenching 
may leave the adsorbate in the “transition state region” of the ground state potential relevant to 
thermal catalysis from where desorption and/or dissociation may ultimately occur. Using a low 
temperature scanning tunneling microscope (STM) we have been investigating the thermal, 
electron, & photon induced chemistry of CH3Br,1 CO2, and CH4 on Pt(111).2 In our second 
approach towards probing surface transition states, we dose hot gas-phase molecules on to a cold 
surface and measure dissociative sticking coefficients macroscopically3,4 via Auger electron 
spectroscopy (AES) or microscopically by imaging chemisorbed fragments via low Ts STM. A 
local hot spot, microcanonical unimolecular rate theory (MURT) model of gas-surface 
reactivity5,6,7 can be used to extract transition state characteristics for dissociative chemisorption. 
The MURT model has proven useful for understanding, analyzing, and simulating the dynamics 
of activated dissociative chemisorption for systems ranging in size from H2 on Cu(111),8 to C2H6 
on Pt(111),4 even at quantum state resolved levels of detail.8-10 An important long-range goal of 
our research is to microscopically characterize the different transition states for dissociative 
chemisorption occurring at metal terrace sites as compared to step sites – a goal of long-standing 
interest to the catalysis and electronic structure theory communities.11  

 Activated dissociative chemisorption of methane is believed to be rate limiting in the 
steam reforming of natural gas on Ni catalysts,12 the process that yields the industrial supply of 
H2 and synthesis gas. MURT simulations of thermal dissociative sticking coefficients, ST, for 
CH4 on low index single crystal metal surfaces, based on prior extraction of transition state 
parameters from analysis of supersonic molecular beam experiments, are several orders of 
magnitude higher than apparent ST values derived from turnover rates for CH4 reforming on 
supported nanocatalysts.13 It is likely that most of the surface atoms on the nanocatalysts become 
poisoned or tempered by a build-up of graphitic carbon under the high working temperatures and 
pressures of catalysis such that their macroscopically averaged reactivity does not accurately 
characterize the microscopic reactivity at their most active sites. We are currently working 
towards using low Ts STM in conjunction with heated effusive molecular beam measurements to 
microscopically characterize the transition states for CH4 dissociation on terraces and at step 
edges on a Pt(111) surface. A new low energy electron microscope (LEEM) at Virginia may 
afford a complementary insitu means to characterize the high Ts growth of graphitic C from CH4.  
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Program Scope 

The goal of this research program is to study local chemical environments and their 
fluctuations in macromolecules using single molecule methods.  We focus on methods that 
provide simultaneous, correlated measurements of both the spectrum and temporal decay of 
fluorescence from probe fluorophores in single macromolecules.  An important component of 
this work is the development of new data analysis methods to extract the maximum information 
about the macromolecule fluctuations from the experimental record of photons. 

In bulk samples the averaging of many fluctuations makes the system essentially time 
independent and hence the fluorescence properties can usually be measured sequentially.  In 
contrast, to determine the time-dependent behavior of a fluorophore within a single 
macromolecule the relevant fluorescence properties must be measured simultaneously, with the 
sensitivity to detect single fluorophores.  In many cases multiple fluorescence properties will 
fluctuate at the same time, thus the ability to interpret the result will be enhanced by 
measurements that reveal correlations between multiple fluorescence properties.   

 
Recent Progress: 

Fluorescence resonance energy transfer (FRET) in single quantum dot-dye hybrids. 
Fluorescence based probes can be used to sense many properties such as pH, ion 

concentration and ligand binding in complex chemical and biological systems.  FRET between 
donor and acceptor fluorophores is a sensitive detection mechanism for these probes if the 
separation between the fluorophores can be designed to depend on the quantity of interest.  As 
donor fluorophores, semiconductor quantum dots (QDs) offer significant advantages over 
fluorescent dyes including, superior photostability, broad absorption, and narrow, size-tunable 
emission.  Thus, QD-organic dye hybrids are becoming popular for FRET-based sensing1-4 and 
they also show promise for fundamental studies of macromolecule conformational changes.  For 
most purposes multiple acceptors are bound to a single QD hub that serves as the sole energy 
donor.  A major obstacle to single-particle measurements with these QD-multiple-acceptor 
systems is that the FRET signal must be distinguished from acceptor dye photo-bleaching events, 
flickering emission caused by the QD donor blinking, and direct excitation of the acceptors.  By 
measuring changes of multiple spectral parameters synchronized through emission intensity 
jumps, we are developing methods to identify events with high confidence even in these noisy 
situations. 
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We assemble QD-dye hybrids from biotin conjugated, 605nm QDs, bound to streptavidin 
labeled with Cy5 dye.  Our time-resolved, multi-spectral microscope5 measures the wavelength, 
emission delay relative to excitation (excited-state lifetime), and chronological time (intensity) 
for each fluorescence photon detected from individual hybrid particles.  The initially excited QD 
donor emission at ~605nm is readily distinguished from the acceptor dye emission around 
675nm in the spectrally resolved data.   

 
Figure 1.  Data from a single QD-dye hybrid showing donor a) and acceptor b) intensity time traces, 
donor lifetime trace c), FRET spectra, d), e) and fluorescence transients before and after acceptor 
photobleaching, f), g). 

Typical data from a single hybrid are shown in Figure 1.  In this example dye photobleaching 
is the event to be detected.  The acceptor intensity traces are analyzed using a changepoint 
method.6  This model-free statistical analysis quantitatively determines the emission intensity 
changes identifying stepwise decreases (vertical lines) in the acceptor emission due to individual 
dye photobleaching.  This assignment is confirmed by synchronized increases in the donor 
lifetime, Fig. 1c, due to reduced acceptor quenching.  The emission spectrum, Fig. 1d shows 
initial strong FRET, but after ~5 seconds the FRET and hence red emission disappears due to 
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photobleaching of the acceptor dyes (Fig. 1e).  The time evolution of the QD and dye spectral 
components, Fig.1f,g directly illustrates the energy transfer process.  Before dye photo-
bleaching, the donor lifetime is quenched due to energy transfer to the acceptor.  The acceptor 
emission exhibits a slower rise because it is excited by energy transfer from the donor.  In 
addition, the decay of the acceptor emission is prolonged from its ~1.4 ns intrinsic lifetime to 
match the donor lifetime, because energy transfer can occur throughout the longer donor lifetime 
(Fig. 1f). The form of the acceptor emission transient demonstrates that the acceptor emission is 
from FRET and not direct acceptor excitation.  Once the dyes photobleach the QD lifetime 
increases as it is no longer quenched (Fig.1g).  The results of this work provide a robust 
approach for using QD-dye hybrids in single particle applications. 

 
Conformational dynamics of maltose binding protein (MBP) 
We are investigating the conformational dynamics of MBP from E.Coli using single 

molecule FRET.  From crystallographic and NMR evidence the two lobes of the protein close in 
response to maltose binding resulting in a large (~30 º) hinge motion between the two lobes.7  
There is debate whether the protein in solution is always open without ligand and always closed 
with ligand, or samples an ensemble of conformations including both open and closed states.8  
To distinguish these two possibilities we have performed single molecule experiments measuring 
the time dependent distance changes between the two lobes of the protein in the absence and 
presence of maltose. 

A mutant protein was 
constructed with two cysteine 
residues (K34C and D207C) to 
enable selective attachment of 
fluorescent dyes (Alexa Fluor 
555 and Alexa Fluor 647).  A C-
terminal His6-tag was also 
added to the protein to allow 
immobilization of the protein 
with a His6 antibody.9  Single-
molecule experiments were 
performed on a confocal 
microscope, at U. C. Berkeley, 
that registers individual photon 
arrival times in two wavelength 
channels.10 Intensity vs. time 
traces were converted to 
distance vs. time profiles with 
the maximum information 
method11 and probability 
distributions for the separation of the two dyes were constructed using the maximum entropy 
method,10 which allows unbiased deconvolution of the noise from the distributions. Figure 2 
shows deconvoluted probability density functions for MBP in the presence and absence of 50 
mM maltose.  From these distributions it is evident that the protein is capable of sampling an 
open and a closed conformation, supporting the idea that the conformation of MBP in solution is 
an ensemble of inter-converting states.  Further investigation revealed that the shape of the 
distribution is dependent on the time resolution at which the data analysis is performed, with the 

 
Figure 2.  Deconvoluted probability density functions from more than 
150 single molecule trajectories for MBP without ligand and in the 
presence of 50 mM maltose. Larger distances come from more open 
enzyme conformations while shorter distances come from closed 
conformations. 
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two states becoming less well resolved at the slower time resolutions.  These observations 
demonstrate that the protein is at a dynamic equilibrium between open and closed states on the 
millisecond timescale.  
 
Future Plans: 

Quantum dot-dye hybrids. 
We are continuing studies of QD-dye hybrids.  Our investigations will focus on using 

smaller, noncommercial quantum dots to increase the FRET efficiency per attached dye.  We 
will investigate QD’s where proteins can be conjugated more closely to the QD core.  If the 
FRET efficiency with a single dye can be significantly improved the QD-dye hybrids will be 
attractive for studying conformational fluctuations of macromolecules immobilized on them. 

Studies of small ligand binding proteins. 
Our work on maltose binding protein is ongoing.  FRET studies of this protein will continue.  

In addition, several single fluorophore indicators of binding in maltose protein are known.  We 
will compare our FRET based measurements of opening and closing rates to those obtained with 
single fluorophore probes.  The single fluorophore approach has the potential for better temporal 
resolution because the measurements are not subject to rapid photobleaching of the acceptor dye. 

We are also working on studies of the biotin binding protein streptavidin.  This protein 
strongly interacts with several fluorophores when they are bound to it via linkers to biotin.  
Streptavidin has four deep hydrophobic pockets where biotin is bound so this protein provides a 
opportunity to study the details of how fluorophores interact with specific protein chemical 
environments. 
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1. Scope of Project. 
 
There has been much progress in the synthesis, characterization and theoretical studies of various 
nanostructures such as nanotubes, nanocrystals, atomic wires, organic and biological 
nanostructures, and molecular junctions. However, there remain immense challenges to obtain a 
basic understanding of the properties of these structures and their interactions with external 
probes to realize their potential for applications. Some exciting frontiers in nanoscience include 
molecular electronics, nanoscale opto-electronic devices, nanomechanics (nanomotors), light 
harvesting and emitting nanostructures. The ground and electronic excited properties of the 
nanostructures and how they are coupled to the external stimulations/probes are crucial issues.  

Since nanostructures are neither at the molecular nor the bulk limits, the calculations of 
their electronic and optical properties are subject to severe computational bottlenecks. The 
present program therefore focuses on the electronic structure theory and modeling of 
nanostructures, including their electronic excited-state and optical properties, with applications to 
topics of current interest. We are attacking the rate-determining steps in these approaches in 
collaboration with a team of applied mathematicians, led by Juan Meza, Head of LBNL’s High 
Performance Computing Research Department. 
 
2.  Summary of Recent Progress. 
 
As this is a large multi-investigator program, space precludes us summarizing all projects that 
are underway.  Below, we highlight a selection of recent accomplishments. See also Jim 
Chelikowsky’s separate abstract for additional detail and references on work led by his group on 
new large-scale methods for electronic excitations in nanostructures and associated applications. 
 
Embedding methods for metallic systems: Kondo effect for Co on Cu and chemisorption of CO 
on transition metals.  [12,13] We have been developing an embedded correlated wavefunction 
methodology for the study of localized features (e.g. point defects, adsorbates) in solids.  For 
metals, the highly delocalized conduction electrons require us to combine a high-level, ab initio 
wavefunction treatment for the localized region of interest, with a lower-level density functional 

179



theory (DFT) model for the periodic background.  Recent technical developments have focused 
on eliminating previous difficulties associated with the treatment of core electrons. 

Over the past year, we have extended our first ab initio description of the Co on Cu(111) 
Kondo state to examine Co on the (100) surface of Cu.  The detailed lineshape of the 
experimentally observed Kondo resonance is markedly different for Co on the (111) and (100) 
surfaces of Cu.  Our embedded wavefunction approach finds that the Co d-electron configuration 
and symmetries differ when adsorbed on the (111) and (100) surfaces, which provides an 
explanation for the striking difference seen in the Kondo lineshapes. 

We are also using the ECI theory to characterize chemisorption of CO on transition metal 
surfaces, where it is known that DFT frequently fails to provide even a qualitatively correct 
description, predicting the wrong site preference. By applying our embedded wavefunction 
method, we have shown that for, e.g., CO on Cu(111), the correct site preference is obtained and 
the binding energy is in good agreement with experiment, due to correlated wavefunction 
description of the metal-CO π-backbonding.  
 
Excitons in metallic carbon nanotubes. [1,3,14] Continuing previous efforts on elucidating the 
optical spectroscopy of carbon nanotubes, employing our accurate first-principles GW-BSE 
approach, we investigated the existence of bound exciton states in metallic single-walled carbon 
nanotubes (SWCNTs) [1]. Such states had been predicted by our group previously for nanotubes 
of small diameter.  In the current work, we considered metallic nanotubes of experimentally 
observable diameters -- the armchair (10,10) and zig-zag (12,0) SWCNTs.  Both tubes exhibit 
exciton binding energies of ~ 50 meV associated with each van Hove singularity in the non-
interacting joint density of states.  We also provided experimentally verifiable indications of the 
existence of such bound states by analysis of the spectral lineshapes.   
 
Optimal Brillouin zone sampling for computationally efficient spectroscopy. We have refined 
and implemented a technique for performing efficient sampling of electronic structure 
throughout the Brillouin zone (BZ), by constructing a numerically-optimal basis spanning the 
Bloch-periodic component of electronic states throughout the BZ.  This technique has been 
tested on metals, insulators, and semiconductors, as well as large supercells appropriate for 
nanostructures. With this approach, one constructs a Hamiltonian in the small optimal basis 
which parameterized with respect to k in the BZ. We have extended the approach to excited state 
properties, and it is now being applied successfully to the excited state properties of carbon 
nanotubes. 
 
Self-consistent ab initio transport calculations using planewave pseudopotential Hamiltonian. 
[9] Following our previous development of a new algorithm to calculate the scattering states 
using planewave pseudopotential Hamiltonian, we have now worked out the formalism and 
finished the code implementation for charge density and potential self-consistency under this 
approach.  The self-consistent iteration converges well using a potential mixing scheme. We 
found an interesting phenomenon for localized states with eigen-energy between the left and 
right Fermi energies. The occupation status of such state has a significant influence on transport 
properties. We also find a prolonged influence of the central molecule on the charge of the 
electrode near the molecule, especially for small electrodes. We expect wide applications of our 
now finished transport package to molecular electronics.  
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Screened exchange density functional calculations for d-states and algorithm developments 
for density functional theory (DFT) calculations. [8,10,19,20] Due to the difference of LDA 
pseudopotential, d-state wavefunctions and the all electron wavefunctions, the exchange 
interaction calculated with the pseudo-wavefunction becomes different from the correct all 
electron results. To solve this problem, we have developed and implemented an approach based 
on using atomic wavefunction projection to restore the original all electron exchange interaction. 
Working with our math colleagues in this project, we have developed a new algorithm (direct 
constrained minimization, DCM, that minimizes within a space only three times the number of 
states) for the update of the wavefunction. As a further step, we have deployed the trust region 
algorithm on top of the DCM algorithm. The result is a fast and robust algorithm for self-
consistent DFT calculations.  
 
Scaled opposite spin electron correlation for ground and excited states.  [4,15,16,17,18] Earlier 
in this grant, we developed possibly the simplest useful many body method, based on scaling the 
opposite spin second order many body correlation energy. It is both computationally less 
expensive, and more accurate than standard second order perturbation theory.  This year we have 
made two important extensions of this framework.  First, we have developed and implemented 
the analytical gradient for the ground state.  Second, we have extended the theory to treat 
electronic excitations in nanomaterials, with results that exceed time-dependent density 
functional theory in accuracy and reliability, while being inexpensive enough for routine 
applications to large systems (over 100 atoms). 
 
Local coupled cluster theory with smooth potential energy surfaces. [7,21] To make accurate 
infinite order many body methods feasible for nanoscale systems requires a partitioning that 
treats weak correlations by lowest order perturbation theory, and strong correlations to infinite 
order. Previous attempts to do this have shown promising computational speedups, but have 
failed to give potential energy surfaces that are smooth with respect to nuclear displacements.  
We have designed the first partitioning that yields mathematically smooth potential energy 
surfaces, by modifying the matrix elements describing electron correlation with a “bump 
function” that takes them to zero smoothly and rapidly.  We have extended the bumping 
procedure to also bump integrals for larger speedups, and we have worked on developing bump 
function arguments that ensure “chemical” as well as mathematical smoothness in the resulting 
potential energy surfaces (defined as not generating false stationary points or inflection points). 
 
3.  Summary of Research Plans. 
 

• Development of new computational optimizations for the GW-BSE methodology. 
• Apply all-electron embedding to study the Kondo resonance of Co on Ag surfaces, and 

Rh on Cu(111) where no Kondo effect is seen. 
• Formulation of quasi-degenerate opposite spin correlation model for electronic 

excitations. 
• Study carbon nanotubes of different diameters and chiralities, and wide bandgap BN 

nanotubes for which we expect even more dominant excitonic effects. 
• Algorithmic improvements and forces for the smooth local coupled cluster method. 
• Joint development of new eigensolvers for electronic structure calculations. 
• Explore phonon-electron coupling for inelastic transport phenomena 
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Program Scope 

Synthesis of tailor-made biomaterials requires a detailed understanding of the effect of solvent 
on structure, stability, and dynamics. How these physical quantities develop during self-assembly will 
be affected by the nature of the solvent, as evidenced by the fact that biopolymers such as proteins can 
be denatured or stabilized by various additives. Non-aqueous solvents such as guanadinium 
hydrochloride and urea are used to denature proteins [1]. Additions of trifluoro-ethanol or methanol 
can lead to specific stabilization of certain structural motifs, [2] whereas other organic solvents such as 
acetone, formamide, and DMSO are known to destabilize protein native states. The formulation of 
effective co-solvents is important in biopharmaceutical production of peptide and proteins to improve 
their long-term storage and delivery [3]. In principle, molecular switches can be created by control over 
protein function and reactivity through their solvent environment; such a possibility was recently 
demonstrated by embedding hemoglobin in a glassy solid of low water content trehalose solutions to 
reduce the protein conformational transitions and thereby turn off function [4]. Clearly, solvent 
interactions mediate the thermodynamics and kinetics of protein conformations that in turn influence 
their self-assembly and co-assembly properties. Understanding solvent environmental influences may 
lead to the ability to exploit not only differences in monomer composition but solvent composition, to 
create polymers, both biological and non-biological, with desired properties.  
 
Recent Progress 

Dielectric Relaxation of Aqueous Solutions of Hydrophobic and Hydrophilic Peptides [5]. 
We report on molecular dynamics simulations of the frequency-dependent dielectric relaxation spectra 
at room temperature for aqueous solutions of a model of the hydrophilic backbone, N-acetyl-glycine-
methylamide (NAGMA), and a model of a hydrophobic side chain, N-acetyl-leucine-methylamide 
(NALMA). We find that only the NALMA peptide exhibits all of the anomalous dielectric response 
exhibited by aqueous protein solutions: a dielectric increment over bulk water, an imaginary part of the 
frequency-dependent dielectric that is bimodal at high concentration, a real part of the frequency-
dependent dielectric of the high concentration peptide solution that drops precipitously and below the 
value for the low concentration, and two δ-relaxations at the picosecond and nanosecond timescales. 
We find that the anomalous dielectric properties of the high concentration NALMA solution arises due 
to an abrupt slowing of all peptide and water self- and cross-relaxations upon change of amino acid 
chemistry, which emerges as a second δ-relaxation (~1ns) well-separated in time from the first δ-
relaxation (~25ps). We suggest that the molecular origin of the dielectric relaxation anomalies is due to 
frustration in the water network that in turn does not allow the NALMA solute molecules to reorient on 
the picosecond timescale of bulk water motions. This explanation is consistent with the idea of 
“slaving” of residue side chain motions to protein surface water, and furthermore suggests that the 
anomalous dynamics observed from a number of spectroscopies arises at the interface of hydrophobic 
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and hydrophilic domains on the protein surface. 
Single-Particle and Collective Hydration Dynamics for Hydrophobic and Hydrophilic 

Peptides [6]. We have conducted extensive molecular dynamics simulations to study the single-particle 
and collective dynamics of water in solutions of N-acetyl-glycine-methylamide (NAGMA), a model 
hydrophilic protein backbone, and N-acetyl-leucine-methylamide (NALMA), a model (amphiphilic) 
hydrophobic peptide, as a function of peptide concentration. Various analytical models commonly used 
in the analysis of incoherent quasi-elastic neutron scattering (QENS), are tested against the 
translational and rotational intermediate scattering function, the mean square displacement of the water 
molecule center of mass, and fits to the second-order rotational correlation function of water evaluated 
directly from the simulation data. We find that while the agreement between the model free analysis 
and analytical QENS models is quantitatively poor, the qualitative feature of dynamical heterogeneity 
due to caging is captured well by all approaches. The center of mass collective and single particle 
intermediate scattering functions of water calculated for these peptide solutions show that the 
crossover from collective to single particle-dominated motions occurs at a higher value of Q for high 
concentration solutions relative to low concentration because of the greater restriction in movement of 
water molecules due to confinement. Finally we have shown that at the same level of confinement of 
the two peptides, the aqueous amphiphilic amino acid solution shows the strongest deviation between 
single particle and collective dynamics relative to the hydrophilic amino acid, indicating that chemical 
heterogeneity induces even greater spatial heterogeneity in the water dynamics. 

Hydrophobic Solvation at Large Lengthscales in Modified Water Model [7]. The solvation of 
large hydrophobic solutes, modeled as repulsive and attractive Gay-Berne ellipsoids, is characterized 
in several modified water liquids using the SPC/E model as the reference water fluid. We find that 
small amounts of attraction between the Gay-Berne particle and any model fluid results in wetting of 
the hydrophobic surface. However significant differences are found among the modified and SPC/E 
water models and the distances in which they dewet the hydrophobic surface of repulsive Gay-Berne 
particles. We find that the dewetting trends for repulsive Gay-Berne particles correlate with the 
measured liquid-vapor surface tensions, and widths of the interfaces they form, of the various model 
liquids. This is related to changes in the network structure in the liquids.  

Publications of work described last year [8-13]. See CPIMS abstract (2005-2006). 
 
Future Plans 

Models suggest that denaturants and non-denaturants interact differently with the water 
structure that results in stabilizing or destabilizing the folded state of the protein. Chaotropes (protein 
destabilizers) such as DMSO are thought to be weakly hydrated, and a molecular model proposes that 
as a result these chaotropes are then “pushed” onto the protein surface by stronger water-water 
hydrogen bonds, thereby dewetting the protein surface and promoting denaturation. Weak hydration of 
these co-solvents also implies greater solubilization of hydrophobic groups that could also help 
stabilize the unfolded state. In molecular terms, protein stabilizers (kosmotropes) such as glycerol or 
trehalose are thought to have a complex interaction with water so that they are excluded from the first 
solvation shell of the protein, resulting in hydration forces that oppose protein denaturation and 
therefore stabilize the folded form of the protein. However it is also observed that while osmolytes 
such as sugars may function as cryoprotectants, they can also exhibit a more complicated role as a 
destabilizing agent under conditions that may depend on the protein, on the water content, on 
temperature, or some combination of all variables.  Presently we don’t know whether co-solvents 
promote (or decrease) protein stabilization through selective hydration of certain amino acid side 
chains, or how specific water and co-solvent interactions might change as a function of temperature 
and therefore allow predictive tuning of solvent conditions for self-assembly.  
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In order to probe the molecular origins of the water-protein and interactions with different 
chaotrope and kosmotrope co-solvents, we propose to study the structure and dynamics of the water 
near a single amino acid peptide with and without the co-solvent included. Recent (elastic) neutron 
scattering work performed at ISIS, shows a clear difference in the water-NALMA interactions and 
water-water interaction when DMSO co-solvent is added compared to glycerol. The hydrogen bond 
between the carbonyl group of NALMA and water disappears when DMSO cosolvent is added but is 
still present when glycerol is present. This shows that neither the water-NALMA direct correlation nor 
the water-water distribution is affected by the presence of a kosmotrope but both are disrupted when a 
chaotrope is added [14].  

In future experiments and simulation, we will characterize the temperature dependence of the 
water. To this end, we choose two very well-characterized model peptides: a prototypical hydrophobic 
amino acid, N-acetyl-leucine-methylamide (NALMA) and hydrophilic amino acid N-acetyl-glycine-
methylamide (NAGMA). The study of water dynamics around the NALMA and NAGMA peptide as a 
function of temperature and without co-solvent was performed at NIST on the DCS and HFBS 
spectrometer and published in [9]. That recent QENS study combining both DCS and HBFS 
instruments (two time resolutions) allowed a clean separation of two observable translational 
components. The first translational motion corresponds to a relaxation process of the bound surface 
water, the second non-Arrhenius translational component is a dynamical signature of the α−relaxation 
of more fluid water [9]. This clear separation was also observed by molecular dynamics and the slow 
motion was observed close to the hydrophilic region of the amphiphilic amino acid [15]. These well-
characterized water- amino acid systems will therefore be used as a benchmark to study the effect of a 
kosmotrope and chaotrope co-solvents on the dynamics of water as a function of temperature. In order 
to clearly characterize the effect of a kosmotrope and chaotrope cosolvents on the water dynamics at 
the surface of the hydrophilic and hydrophobic model peptides (NALMA and NAGMA) we will use 
the combination of two experiments with different resolutions (using DCS and HBFS), supported by 
simulations and empirical polarizable force field models that show promise in quantitative descriptions 
of structure and dynamics for these systems [15]. 
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Program Scope 
 
The chemistry and physics of electronically excited solids and surfaces is relevant to the fields of 
photocatalysis, radiation chemistry, and solar energy conversion. Irradiation of solid surfaces by 
UV, or higher energy photons, produces energetic species such as core holes and free electrons, 
that relax to form electron-hole pairs, excitons, and other transient species capable or driving 
surface and bulk reactions. These less energetic secondary products induce the transformations 
commonly regarded as radiation damage. The interaction between light and nanoscale oxide 
materials is fundamentally important in catalysis, microelectronics, sensor technology, and 
materials processing. Photo-stimulated desorption, of atoms or molecules, provides a direct 
window into these important processes and is particularly indicative of electronic excited state 
dynamics. Excited state chemistry in solids is inherently complex and greater understanding is 
gained using a combined experiment/theory approach. We therefore collaborate with leading 
solid-state theorists who use ab initio calculations to model results from our laser desorption and 
photoemission experiments.  
 
Approach:  
We measure velocities and state distributions of desorbed atoms or molecules from ionic crystals 
using resonance enhanced multiphoton ionization and time-of-flight mass spectrometry. Photon 
energies are chosen to excite specific surface structural features that lead to particular desorption 
reactions. The photon energy selective approach takes advantage of energetic differences between 
surface and bulk exciton states and probes the surface exciton directly. Application of this 
approach to controlling the yield and state distributions of desorbed species requires detailed 
knowledge of the atomic structure, optical properties, and electronic structure. To date we have 
thoroughly demonstrated surface-selective excitation and reaction on alkali halides. However, the 
technological applications of alkali halides are limited compared to oxide materials. Oxides serve 
as dielectrics in microelectronics and form the basis for exotic semi- and super-conducting 
materials. Although the electronic structure of oxides differs considerably from alkali halides, it 
now appears possible to generalize the exciton model for laser surface reactions to these 
interesting new materials. Our recent studies have explored nanostructured samples grown by 
chemical vapor deposition or thin films grown by reactive ballistic deposition (RBD). We have 
demonstrated that desorbed products states can be selected by careful choice of laser wavelength, 
pulse duration, and delay between laser pulses. Recently, we have applied the technique of 
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photoemission electron microscopy (PEEM) to these efforts. In particular, we are developing a 
combined PEEM: two photon photoemission approach to probe spatially resolved electronic state 
dynamics in nanostructured materials. Our experiments are designed specifically to test 
hypothetical models and theoretical predictions resulting from the calculations. 
 
 
Recent Progress  
 
We have induced selective solid-state chemistry using tunable femtosecond and nanosecond 
lasers by exciting wide-gap materials under surface science conditions. For MgO and CaO the 
energies required to generate bulk excitons are 7.7 and 6.8 eV, respectively. Our calculations 
indicate that it is possible to excite the surface over the bulk of ionic oxide crystals to induce 
controllable bulk or surface specific reactions. We have confirmed that surface excitons can be 
directly excited in both CVD and RBD MgO thin films and RBD films of CaO and that bulk 
excitons may be specifically excited in both materials. Therefore, site-selective excitation is 
possible for low-coordinated surface sites of oxide materials.  
 
In the particular case of CaO RBD-grown films, we have recently recorded the O-atom 
desorption yield as a function of photon energy. For the excitation energy range from 3.7 to 5.4 
eV, there is a stepwise increase with excitation energy. An associated optical emission spectrum 
reveals one asymmetric curve, which suggests that more than one excitation process contributes 
to the emission yield consistent with our yield results. The optical absorption spectrum can be 
decomposed into two constituents at 4.2 and 4.7 eV which corresponds to the steps in the atomic 
yield. Additional theoretical modeling and experiments are required to achieve a more complete 
mechanistic understanding of these processes. 
 
 
Future Directions 
  
We ask the question “Can an oxide surface exciton or a combination of a surface exciton and a 
trapped hole lead to controllable atomic desorption and hence specific surface modification?” If 
exciton-based desorption can be generalized from alkali halides to oxides then selective excitation 
of specific surface sites could lead to controllable surface modification, on an atomic scale, for a 
general class of important materials. The O-atom KE distribution is clearly hyperthermal 
indicating that a surface exciton mechanism is likely responsible for the observed atomic 
desorption and that surface excitons may indeed combine with trapped surface holes. 
 
Our excitation techniques are site specific as it is possible to selectively excite terrace, step, or 
corner surface sites. Therefore, we have explored various sample preparation techniques that 
produce high concentrations of low-coordinated surface sites such as 4-coordinated steps and 3-
coordinated corner or kink sites. In particular, we have employed reactive ballistic deposition (a 
technique developed in Bruce Kay’s lab) to grow very high surface area MgO thin films. These 
films have been thoroughly characterized using XPS, SEM, TEM, and XRD techniques. 
Similarly, we have also studied laser desorption of MgO nano-powders grown by a chemical 
vapor deposition technique. The nano-powders show cubic structure and edge lengths ranging 
between 3 and 10 nm (through TEM analysis). Both sample types provide unique insight into 
site-selective exciton-based desorption processes and are the focus of ongoing work. We plan to 
grow and study several other oxide surfaces in the near term including CaO, BaO, ZrO2, and 
TiO2. 
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While exciton-based desorption is plausible for MgO and CaO, we note that the higher valence 
may require a “hole plus exciton” mechanism. The details of this mechanism need to be 
delineated and confirmed by demonstrating laser control of the various desorption processes. We 
have recently observed hyperthermal neutral Mg-atom desorption. This is quite a novel result as 
Mg-atom desorption requires that two electron transfer to a corner site Mg2+ ion in a very short 
time and then desorb prior to relaxation. The hyperthermal distribution indicates that the exciton 
model is extendable now to metal atom desorption processes – a previously unknown mechanism. 
Future plans include femtosecond pulse-pair photo-emission electron microscopy to probe 
dynamics of oxide nanostructures on surfaces. We are also presently developing capabilities to 
perform energy-resolved TPPE using a hemispherical analyzer XPS instrument. In combination 
we expect these two techniques will provide the first spatially-resolved electronic state dynamics 
of nanostructured oxide materials. 
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I.  Program Scope  
 
 It is difficult to overstate the importance of continued research on catalytic systems:  
Improving the efficiency of globally important catalytically driven processes could vastly 
reduce energy consumption.  Further, the sharp increase in fossil fuel consumption in China 
and India coupled with dramatic deterioration of air quality underscores the need for both 
cleaner fuels and alternative fuel sources.  The broad goal of this project is to identify the 
critical electronic and structural features in metal oxide- and sulfide-based catalysts that 
govern their catalytic activity. This project provides a systematic, multi-prong approach to 
determining the chemical and physical properties of metal suboxide and subsulfide clusters 
to model sites which have been demonstrated in numerous bulk and computational studies 
to be the locus of catalytic activity.  The ultimate goal of the program is to improve 
environmental and economic conditions directly related to metal oxide- and metal sulfide-
based heterogeneous catalytic processes.  Optimization of the catalytic applications 
targeted in this project can lead to reduced energy consumption in common catalytically-
driven synthetic processes, viable alternative fuel sources, and improved desulfurization of 
existing fossil fuels. 
   
 Transition metal oxides and sulfides are important in a wide range of catalytic 
applications.  While bulk properties of these materials are well characterized, catalytically 
active sites are believed to be on surface defects or edges.  The strategy of this project is to 
determine the defect structures that exhibit the essential balance between structural stability 
and electronic activity necessary to be simultaneously robust and catalytically active.  
Metal oxide and sulfide systems that are under-coordinated relative to the bulk are electron-
rich defect sites with the added benefit of being sterically less hindered.  Therefore, cluster 
models of these systems are the focus of this project.  An important point for consideration 
is the coupling between adjacent metal centers in disparate oxidation states.  This type of 
chemical tension is exploited in many biological systems, though the systems proposed for 
study herein have distinctly industrial applications.  Specifically, MoxOy<3x, MoxSy<2x, 
WxOy<3x and WxSy<2x clusters will be studied.    The suboxides and subsulfides are of 
particular interest because they model oxygen and sulfur vacancies in the bulk.  As bonding 
in predominantly ionic materials is localized, extending what is learnt from small cluster 
systems can be more rationally scaled to particulate systems and supported metal catalysts.   

 Both experimental and computational approaches being taken in this project.  
Experimentally, the bare metal oxide and sulfide clusters will be produced using the laser 
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ablation/pulsed molecular beam cluster source, then probed using mass spectrometry to 
survey which clusters are particularly stable.  Mass isolated cluster anions will then be 
spectroscopically interrogated using anion photoelectron (PE) spectroscopy and resonant 
two-photon detachment spectroscopy to map out the electronic structures of the neutral and 
anionic clusters, respectively.  Mass-specific reactivity studies will be carried out along 
with spectroscopic investigation of the resulting complexes to characterize the bonding in 
these systems.  Finally, we wish to explore the energetics associated with catalyst activity 
and regeneration:  The impact of electronic excitation of the complexes will be studied 
using resonant two-color experiments in which the effect of electronic excitation on 
structural rearrangement or photodissociation of the complex will be determined.  Density 
functional theory (DFT) calculations will be carried out in parallel with all the experimental 
studies, which will be critical in making structural assignments for the clusters and the 
complexes they form.  Calculations will also be used to predict full-cycle catalytic 
processes on the clusters.  In the spirit of keeping the studies relevant to applied systems, 
MxOy clusters will be reacted with hydrocarbons (important process: dehydrogenation and 
aromatization),1 WxOy clusters with water (photoelectrochemical decomposition of water)2 
and both chalcogenides with organosulfur molecules (hydrodesulfurization).3     

  
II.  Recent Progress 
 
 The studies described below build largely on our previous work on metal atom,4,5,6  
metal cluster7,8 and metal oxide cluster reactivity.9,10,11,12,13  In anticipation of the start of 
the award, calculations on the reactions between MoxOy

 anionic and neutral clusters toward 
methane have been ongoing.  In previous experiments, cluster fragmentation followed by 
oxidative addition of methane was inferred from the product distribution observed when 
mixed MoxOy

− clusters were exposed to CH4, though calculations showed that the oxidative 
addition of a single methane to a cluster such as Mo2O4

− was highly endothermic.  
However, calculations have also shown that participation of multiple methane molecules in 
the reaction has the effect of lowering the endothermicity.    
  
 Experimentally, modifications to the existing dual mass spectrometer- anion 
photoelectron spectrometer described in detail in the literature14 are being made to 
incorporate a mass filter between the cluster source and reaction cell.  A small device with 
modest resolution on the order of 100 m/∆m is required since we wish only to separate a 
particular oxide from the adjacent species (e.g., to isolate Mo4O7

− from Mo4O6
− and 

Mo4O8
−, m/∆m of 30 is required). The rectilinear ion trap (RIT) developed by Cooks and 

coworkers15 appears to be well suited to the task in that the resolution is adequate, and the 
number densities required for subsequent PE spectroscopic studies can be accommodated.  
Additionally, a simple miniaturized Wein velocity filter is being built for separation of the 
lightest clusters. 
 
 
III.  Future Plans 
 
 The highest priority of the experimental component of this project is to complete, 
install, and optimize operation of the ion trap.  Ambiguity surrounding the identity of the 
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reactants leading to specific products observed in mass spectra of the reaction products has 
been the primary weakness in the approach used.  Mass-specific reactivity studies will then 
be carried out on a number of systems involving the molybdenum and tungsten oxides and 
sulfides.  The electronic and physical structures of clusters and their complexes resulting 
from exposure to methane, ethane, methanol, CO (+ H2), water, and thiophene will be 
measured using anion photoelectron spectroscopy.  Resonant two-photon detachment 
studies will map the electronic structure of the anionic clusters and complexes, which is 
important because metal oxides and sulfides tend to accumulate negative charge in 
solution.  Further, numerous complexes have shown evidence of photodissociation.  We 
will perform experiments to identify the charge and nature of the dissociative state because 
of the obvious relevance to catalyst regeneration.   
  

The goal of theoretical efforts is to provide a conceptual and physical framework for 
the identification, design, and optimization of target group VI oxide and sulfide systems to 
catalyze specific chemical reactions of interest (e.g., hydrocarbon activation, water 
dissociation, hydrodesulfurization, etc.). Theory will be used in conjunction with the 
photoelectron spectroscopic work to understand the electronic structure and chemical reactivity 
of MoxOy and WxOy clusters. This will provide a molecular level understanding of such 
clusters as models for defects at oxide surfaces that can participate in catalytic chemistry. 
Theoretical investigations will be extended to analogous larger cluster models as well to 
investigate additional chemical reactions at identified cluster systems that may not be easily 
studied experimentally. 

  
 
IV. References to publications of DOE sponsored research that have appeared in 
2004−present or that have been accepted for publication 
 
Not yet applicable. 
 
 
References 
 
1 For example: “Methane dehydroaromatization under nonoxidative conditions over Mo/HZSM-5 
catalysts:  Identification and preparation of the Mo active species,” H. M. Liu, X.H. Bao, Y. D. Xu, 
J. Catal. 239, 441−450 (2006); “Catalytic conversion of methane to benzene over Mo/ZSM-5,” D. 
Wang, J. Lunsford, M. Rosynek, Topics in Catal. 3−4, 289-297 (1996); “Control of reactivity in C-
H bond breaking reactions in oxide catalysts: Methanol oxidation on supported molybdenum 
oxide,” S. Oyama, R. Radhakrishnan, M. Seman, J. Kondo, K. Domen, and K. Asakura, J. Phys. 
Chem. B 107, 1845-52 (2003). 
 
2 For example:  “Photoelectrochemical Cells,” M. Grätzel, Nature 414, 338-344 (2001); 
“Photoelectrochemical properties of nanostructured tunsgen trioxide films,” C. Santato, M. 
Ulmann, J. Augustynski, J. Phys. Chem. B 105 936-940 (2001). 
 
3 For example: “A refinement on the notion of type I and II (Co)MoS phases in hydrotreating 
catalysts,”E.J.M. Hensen, V.H.J. de Beer, J.A.R. van Veen, and R.A.A. van Santen, Catal. Lett. 84, 
59-67 (2002); S. Crisol, J.-F Paul, C. Schovsbo, E. Veilly, E. Payen, “DFT study of thiophene 
adsorption on molybdenum sulfide, J. Catal. 239, 145-153 (2006). 

193



 
 
4 “A comparison of stable carbonyls formed in the gas-phase reaction between precious metal 
atomic anions and methanol or methoxy radicals:  Anion photoelectron spectroscopy and density 
functional theory calculations on HNiCO−, PdCO− and PtCO−,” B. Chatterjee, F. A. Akin, C. C. 
Jarrold and K. Raghavachari, J. Chem. Phys. 119,10591 (2003). 

5 “The electronic structure of PdC2H and PdC2HN determined by anion photoelectron 
spectroscopy,”V. D. Moravec and C. C. Jarrold, J. Chem. Phys. 112, 792-8 (2000). 
  
6 “Comparison of nickel-group metal cyanides and acetylides and their anions using anion 
photoelectron spectroscopy and density functional theory calculations,” B. Chatterjee, F. A. Akin, 
C. C. Jarrold, and K. Raghavachari, J. Phys. Chem. A, 109, 6880-6 (2005). 
 
7 “Anion photoelectron spectroscopy of small tin clusters,” V. D. Moravec, S. A. Klopcic and C. C. 
Jarrold, J. Chem. Phys. 110, 5079-88 (1999). 
 
8 “Study of tin- and tin cluster-cyano complexes using anion photoelectron spectroscopy and 
density functional theory calculations,” V. D. Moravec and C. C. Jarrold, J. Chem. Phys. 113, 
1035-45 (2000). 
 
9 “Separating contributions from multiple structural isomers in anion photoelectron spectra: Al3O3

− 
beam hole-burning,” F. A. Akin, C. C. Jarrold, J. Chem. Phys. 118, 1773-1778 (2003). 

10 “Addition of water and methanol to Al3O3
− studied by mass spectrometry and anion 

photoelectron spectroscopy,” F. A. Akin and C. C. Jarrold, J. Chem. Phys. 118, 5841-5851 (2003). 

11 “Addition of water to Al5O4
− determined by anion photoelectron spectroscopy and quantum 

chemical calculations,” U. Das, K. Raghavachari, and C. C. Jarrold, J. Chem. Phys. 122, 014313-1 
- 8(2005). 
 
12 “Reactivity of Al3O3

−
 toward water studied by density functional theory,” F. A. Akin, C. C.  

Jarrold, J. Chem. Phys. 120, 8698- 8706 (2004). 

13 “Structures of Mo2Oy
− and Mo2Oy via anion photoelectron spectroscopy and DFT calculations”, 

B. L. Yoder, J. T. Maze, K. Raghavachari and C. C. Jarrold, J. Chem. Phys. 122, 094313 (2005). 
 
14 “Reactivity of small MoxOy

- clusters toward methane and ethane,” Richard B. Wyrwas, Bruce L. 
Yoder, Joshua T. Maze, and Caroline Chick Jarrold, J. Phys. Chem. A 110, 2157-2165 (2006); 
“Separating contributions from multiple structural isomers in anion photoelectron spectra:  Al3O3

- 
beam hole burning,” F. Ahu Akin and Caroline Chick Jarrold, Journal of Chemical Physics, 118, 
1773-1778 (2003). 

 
15 Z. Ouyang, Z.; Wu, G.; Song, Y.; Li, H.; Plass, W.R.; Cooks, R.G., Rectilinear Ion Trap: 
Concepts, Calculations, and Analytical Performance of a New Mass Analyzer, Anal. Chem. 76, 
4595-4605 (2004). 
 

194



Molecular Theory & Modeling 
Nucleation: From Vapor Phase Clusters to Crystals in Solution 

 
Shawn M. Kathmann 

Chemical and Material Sciences Division 
Pacific Northwest National Laboratory 

902 Battelle Blvd. 
Mail Stop K1-83 

Richland, WA 99352 
shawn.kathmann@pnl.gov 

 
Program Scope 

The objective of this work is to develop a understanding of the chemical physics governing 
nucleation in both the vapor and in solution. The thermodynamics and kinetics of the embryos of 
the nucleating phase are important because they have a strong dependence on size, shape and 
composition and differ significantly from bulk or isolated molecules. The technological need in 
these areas is to control chemical transformations to produce specific atomic or molecular 
products without generating undesired byproducts, or nanoparticles with specific properties.  

Compared to gas-phase chemical transformation, which in most cases can be viewed as 
isolated encounters of two reactant species, the proximity of condensing solvent atoms or 
molecules can profoundly alter reaction kinetics and thermodynamics. Computing reaction 
barriers and understanding condensed phase mechanisms is much more complicated than those 
in the gas phase because the reactants are surrounded by solvent molecules and the 
configurations, energy flow, and electronic structure of the entire statistical assembly must be 
considered. 
 
Recent Progress 
Water Cluster Activation Energies and Potentials of Mean Force 

Modern transition state theory can be viewed in terms of the local equilibrium rate at which 
the system crosses a dividing surface in phase space. Alternatively, this rate can be expressed in 
terms of a rate over a barrier in the potential of mean force (PMF) along the relevant reaction 
coordinate. The activation energy, and hence the rate, is typically thought to arise solely from the 
barrier along the PMF. However, when the reaction coordinate is not separable from the 
remaining degrees of freedom in the system, one must include this non-separability in the 
reactant state free energy, which will contribute to the magnitude of the activation energy. Stated 
another way, the activation energy calculated in the present work has two contributions: (1) from 
the PMF barrier, and (2) from the free energy due to motion of the reactant states along the 
reaction coordinate. 

We start by writing the DNT evaporation rate constant, α, in the traditional transition state 
theory form: 

! 

" # e$%W %hQR , where h is Planck’s constant, and the PMF, W = W(rcut). In what 
follows, the transition state value of the reaction coordinate located at the top of the PMF barrier 
for a given i-cluster will be denoted by ‡

cutr , and the minima in the PMF denoted by min

cut
r . In 

order to obtain an expression for the activation energy in terms of  (1) the PMF barrier and (2) 
the contribution arising from reaction coordinate non-separability, we start with the Arrhenius 
rate expression, 

! 

" = ˜ A e
#$ E

a , where 

! 

˜ A  is a pre-exponential factor and Ea is the activation 
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Figure 1. Ea for water monomer evaporation using the D-C model. 
 

energy. The activation energy is 
defined

! 

E
a
" #$ ln% $& . 

Substituting and simplifying yields 

! 

E
a

= "W # A$
R , where ΔW = W‡ - 

Wmin, is the PMF barrier evaluated 
at ‡

cutr  and min

cut
r , respectively. 

! 

A"
R  

is the i-cluster Helmholtz free 
energy including only that motion 
of the molecules along the reaction 
coordinate ξ. The resulting 
activation energies Ea are plotted 
for comparison in Figure 1. The 
limiting behavior of the computed 
activation energies Ea should 
approach the negative of the bulk 
enthalpy of vaporization; 

! 

"Hvap

expt.= -9.9 kcal/mol. The Arrhenius collision prefactors, Ã, increase 
from 1013s-1 for i = 2 up to 1016s-1 for i = 10. The VTST prefactor kBT/h ~1013s-1 at ambient 
conditions, indicating that the larger Arrhenius prefactors are characteristic of “loose” transition 
states. Our calculations have shown that the free energy due to motion along rcut

 can be a 
substantial fraction of the activation energy Ea.  

 
EXAFS of Classical and Quantum Ag+ in Water 

Crystallization is one of the most challenging problems in chemical physics. Salts having 
large solubilities require higher salt concentrations to crystallize than salts with lower 
solubilities. Nucleation is inherently a rare event and trying to observe it directly via molecular 
simulation at realistic conditions is computationally intractable at realistic conditions – the 
majority of time being spent searching irrelevant regions of the solution configuration space. 
Nucleation of salt from concentrated solution presents several challenges not present in the dilute 
limit typically encountered in molecular simulations. Charge transfer effects are important in 
dictating the difference between salts of AgCl versus NaCl. To this end, we calculate EXAFS 
signals from both a classical (SPC/E) and quantum (DFT) description of an Ag+ ion in water.  

 
Figure 2. (Left) EXAFS spectra of two classical parameterizations compared to CP2K PBE and experiment. (Right) 
EXAFS spectra of two CP2K functionals (PBE and BLYP) compared with experiment (Thanks to John Fulton).  
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Future Plans 
Charge Transfer in Solution 
Recent electronic structure calculations have shown that charge transfer is important in aqueous 
solutions of AgCl. Figure 3 shows gas-phase calculations of the difference in charge transfer 
between NaCl and AgCl. Figure 4 shows the significant difference between the CP2K PBE gas-
phase and condensed-phase charges on the Ag+ and Cl- as a function of distance between the 
ions. 

Crystalloluminescence 
It has been known since the 1700’s that the 
crystallization of certain substances from 
solution is accompanied by the emission of 
light - crystalloluminescence. But, in aqueous 
solution the ionic electronic states are lowered 
relative to the radical states. It is found that at 
the early stage of crystal nucleation a burst of 
some 105 photons in the range of 390 to 570 
nm is emitted. Could the light be coming from 
defect states? We will monitor the electronic 
DOS for different types of defects to explore 

the population of electronic states in the band gap 
and calculate excited state energies to see if they 
are consistent with visible light. Figure 5 shows the 
clustering of Na+ and Cl- ions in solution and some 
gas-phase fragments of NaCl crystals that are being 
explored with TDDFT to calculate excited state 
energies and oscillator strengths both with and 
without Ag+ trace impurities – experimental 
observation indicates that when Ag+ is present the 
crystalloluminescence is enhanced. 

Figure 3. Comparison of NaCl (left) and AgCl 
(right) charge transfer: QCISD/aug-cc-pvtz-pp 

Figure 4. Difference in charge as a function of the 
distance between Ag+ and Cl- in aqueous solution. 

Figure 5. (Top) Na+ and Cl- ions crystallizing 
out of solution. (Left) An F-center defect in 
NaCl. (Right) A small cluster of NaCl. 

197



Publications of DOE Sponsored Research (2004-present) 
1. Multi-Component Dynamical Nucleation Theory And Sensitivity Analysis, S.M. Kathmann, 

G.K. Schenter, and B.C. Garrett, J. Chem. Phys., 120, 9133 (2004). 
2. Ion-Induced Nucleation: The Importance of Chemistry, S.M. Kathmann, G.K. Schenter, and 

B.C. Garrett, Physical Review Letters, 94, 116104  (2005). 
3. Invited Article: Understanding the Chemical Physics of Nucleation, S.M. Kathmann, A 

New Perspectives Issue: Theoretical Chemistry Accounts, 116, 169-182, (2006). 
4. The Use of Processor Groups in Molecular Dynamics Simulations to Sample Free Energy 

States, Bruce J. Palmer, Shawn M. Kathmann, Manoj Krishnan, Vinod Tipparaju, and Jarek 
Nieplocha, Journal of Chemical Theory and Computation, 3, 583 (2006). 

5. The Critical Role of Anharmonicity in the Aqueous Ionic Clusters Relevant to Nucleation, 
Shawn M. Kathmann, Gregory K. Schenter, and Bruce C. Garrett, Journal of Physical 
Chemistry B, 111, 4977 (2007). 

6. Comment on “Quantum Nature of the Sign Preference in Ion-Induced Nucleation”, Shawn 
M. Kathmann, Gregory K. Schenter, and Bruce C. Garrett, Physical Review Letters, 98, 
109603 (2007). 

7. Activation Energies and Potentials of Mean Force for Water Cluster Evaporation, Shawn M. 
Kathmann, Bruce J. Palmer, Gregory K. Schenter, and Bruce C. Garrett, Journal of Chemical 
Physics, submitted (2007). 

8. Invited Article: The Impact of Molecular Interactions on Atmospheric Aerosol Radiative 
Forcing, Shawn M. Kathmann, Gregory K. Schenter, and Bruce C. Garrett, Advances in 
Quantum Chemistry: Applications of Theoretical Methods to Atmospheric Sciences, 
Accepted (2007). 

9. Invited Article: “Water, The Wellspring of Life”, Chris J. Mundy, Shawn M. Kathmann, 
Gregory K. Schenter, Natural History, Accepted (2007). 

198



Radiation Effects in Heterogeneous Systems and at Interfaces 

Jay A. LaVerne, Dan Meisel, Ian Carmichael, Daniel M. Chipman,  

Radiation Laboratory, University of Notre Dame, Notre Dame, IN 46556 

laverne.1@nd.edu; meisel.1@nd.edu; carmichael.1@nd.edu; chipman.1@nd.edu; 

Program Scope 

Radiation chemistry techniques are used to probe the influence of solid interfaces on the 
decomposition of water and aqueous solutions. Experimental examination of systems ranging 
from aqueous dispersions of nanoparticles to hydroxide monolayers are coupled with model 
calculations on the stability of transient and interfacial species to give a complete description of 
the radiolytic processes. Interfaces provide the opportunity for the transfer of energy and charge 
between two phases and are relevant to many practical technological problems of importance to 
the Department of Energy. Heterogeneous systems are frequently encountered in the 
management of nuclear materials and nuclear waste, and in nuclear power plant infrastructure. 
The development of new materials are intended to give the ability to localize radiation damage.  

One part of the experimental thrust is to examine the influence of ceramic oxide 
interfaces on the stable products in the radiolysis of water. Aqueous suspensions or slurries are 
used to determine the effect of different oxide interfaces on the radiolytic production or 
destruction of H2 and H2O2. Variations in surface-bound species such as hydroxides and other 
oxides are being examined using FTIR and Raman reflection techniques. The focus is to identify 
and quantify the species escaping from the interface as well as those absorbed on it following 
radiolysis. An important contribution to this program includes the atomistic level 
characterization of the interface, which greatly aids in identification of the decomposition 
mechanism.  

A second experimental component of this program is to determine the fate of charge 
carriers, generated by ionizing radiation, in multi-phase systems, e.g., aqueous suspensions of 
solid nanoparticles. Particularly important is the distance that the carriers can migrate to the 
interface and thereby affect the chemical processes that occur in the either one of the two phases. 
The exchange of carriers across the interface is in competition with recombination and trapping 
processes within the parent phase and therefore is expected to dependent not only on the material 
but on also on the processing and history of the composite. Both wide-band semiconductors or 
insulators and metallic systems are of interest in this study. Wet colloidal - chemistry strategies 
are used to prepare the heterogeneous system on the nanometer scale, and both steady state, as 
well as time domain radiation chemistry techniques are utilized to determine the dynamics of the 
carriers.  

Recent Progress 

Modifications to water – zirconia nanoparticle interfaces induced by γ-irradiation have 
been examined using diffuse reflection infrared Fourier transform (DRIFT), Raman scattering, 
and electron paramagnetic resonance (EPR) techniques. Spectroscopy with in situ heating was 
used to probe variations in the dissociatively bound chemisorbed water on the zirconia 
nanoparticles following evaporation of the physisorbed water. DRIFT spectra show that the 
bridged Zr – OH – Zr species decreases relative to the terminal Zr – OH species upon irradiation. 
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No variation is observed with Raman scattering, indicating that the zirconia morphology is 
unchanged. EPR measurements suggest the possible formation of the superoxide ion, presumably 
by modification of the surface OH groups. Trapped electrons and interstitial H atoms are also 
observed by EPR. 

Under typical ambient conditions there are about 2 layers of physisorbed water on the 
surface of nanometer sized ZrO2 particles and at least one layer of dissociated chemisorbed 
water. This overlayer of physisorbed water can readily be observed as a broad peak at 3435 cm-1 
in the DRIFT spectrum. Examination of the water – ZrO2 interface was possible by increasing 
the sample temperature. Much of the physisorbed water is eliminated on heating to 473 K 
resulting in the appearance of the chemisorbed OH bands. A band at 3696 cm-1 assigned to the 
ν(OH) bridged Zr – OH – Zr group shifts down by 44 cm-1 and decreases in intensity when the 
temperature was raised to 703 K. An additional band appears at 3733 cm-1 and is assigned to 
ν(OH) of the terminal Zr – OH group. The Zr – OH and Zr – OH – Zr bands after γ-radiolysis 
show different peak intensities, especially at 3733 cm-1, indicating the participation of these 
surface groups in the irradiation process.  

Preliminary steps have been taken to gain insight into these surface processes. Ab initio 
density functional theory was used to investigate the stable and metastable states of adsorbed 
molecular water on the α-Al2O3 (0001) surface as a function of coverage ranging from dry, 
through partially hydroxylated, to fully hydrated. At no coverage is the water binding great 
enough to overcome the energetic preference for water to dissociatively adsorb. However the 
calculations also reveal thermodynamically stable arrangements combining both partially 
dissociated and molecularly-intact layers. Spectroscopic signatures have been developed for the 
various predicted species 

The effect of seemingly inert support (silica particles) for silver nanoparticles on the fate 
of the primary species in the radiolysis of aqueous suspensions was studied. The support may 
lead to a relatively rapid deterioration of the activity of the particle, which otherwise can 
persistently operate as a redox catalyst in converting single-electron transfer radicals to 
molecular hydrogen. As the hydrogen evolution reaction progresses and hydrogen accumulates, 
the Fermi level of the particles rises, which in turn leads to a reduced rate of electron transfer 
from the reducing radicals to the metallic particle. However, this redox reaction competes with 
radical-radical recombination reactions, presumably catalyzed at the surface of the support, 
which become dominant at high doses. Strategies to minimize these adverse effects of the 
support can be offered once the underlying mechanism is available.  

Irradiation with relatively low-energy x-rays (tens of keV) is a promising approach to 
direct the radiation damage to a selected region within the target. Because of the selectivity of 
the absorption of energy in this energy range, primarily by the photoionization process, high-Z 
element, e.g. metals, absorb significantly more energy than common organic- and bio-molecules. 
However, for the damage to reach the target molecule the charge carriers need to arrive at the 
metallic surface. Preliminary experiments have measured aqueous yields (H2, for example) in 
suspensions of high concentrations of metallic particles. These yields are measured at Argonne’s 
APS (in collaboration with Prof. B. Bunker) as a function of x-ray energy and compared with 
yields from high-energy (MeV range) γ-irradiation at Notre Dame. Preliminary results with 
particles of ~30 nm size indicate efficient yield of energy transfer to the interface. These particles 
require the synthetic methodology outlined below. 

Synthetic methods for the production of metallic nanoparticles in aqueous suspension in 
the absence of any organic or inorganic foreign substance have been developed. These methods 
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are based on reduction of the corresponding oxide with molecular hydrogen. Thus only the metal 
at its various oxidation states (dominated by the metallic state, of course) and water or its ions 
are present in the system. In the case of silver, the mechanism of production of the particles has 
been outlined and the particles, their surface potential, point of zero charge, and composition of 
the suspensions have been determined. The performance of these catalysts in the hydrogen 
evolution reaction has been tested. Because the production reaction utilizes a relatively low 
reduction-potential reductant (H+/H2 couple), the presence of parent metallic ions at the end of 
the reaction cannot be prevented. Some of the initial reduction equivalents that are produced by 
the radiation are therefore utilized to complete the reduction of the ions and to build high enough 
over-potential that can sustain hydrogen evolution. The extent of this required “preconditioning” 
of the particles has been measured and methods to minimize it have been developed for silver 
suspensions. 

Future Plans 

Observation of the processes occurring in the radiolysis of water – ceramic oxide 
interfaces under ambient conditions is obscured by the presence of the overlayer of physisorbed 
water. Furthermore, reflectance optical methods for the examination of powder surfaces are 
difficult to quantify because of surface irregularities. A device is currently under construction 
that will allow for the in situ irradiation and observation of powder samples. The device will 
initially be designed to measure DRIFT spectra, but other capabilities will be added as the 
program progresses. Optical variations of the ceramic oxide surfaces will be coupled with stable 
product formation and theoretical predictions of interfacial species in order to elucidate the 
radiation induced reactions at interfaces. 

Minimum energy paths linking the various locally-stable structures for water absorption 
onto the α-Al2O3 (0001) surface will be elucidated and kinetically accessible transformations 
characterized. Calculations will be extended to encompass more relevant ceramic oxides such as 
zirconia. 

Low-energy x-rays may be able to direct radiation damage to a selected region within the 
target because of the selectivity of the absorption of energy. Future experiments will measure 
aqueous yields such as H2 in suspensions of high concentrations of metallic particles using the 
APS at Argonne (in collaboration with Prof. B. Bunker). Variation of x-ray energy will tune for 
the selective absorption of energy by the high Z elements of metallic particles as compared to the 
surrounding water or organic compounds. The results will be compared with yields from high-
energy γ-irradiation at Notre Dame.  

Synthetic methods have been developed for the production of metallic nanoparticles in 
aqueous suspension in the absence of any organic or inorganic foreign substance. Preliminary 
experiments on the effectiveness of these particles in enhancing Raman activity have begun. The 
particles at various stages of their preparation all show intense Surface Enhanced Raman 
Scattering, SERS, of probe molecules at sub-micromolar concentration levels. At these 
concentrations little radiation-induced damage to the probe is detected (or expected) and the 
probe only reports on the state of the particles. The effect of particle size, radiation dose, 
concentrations of electrolyte and pH on the probe-SERS intensity, relative line intensities, and 
band position will be examined. These studies will be extended to allow time-resolved 
determination of the evolution of the particles during hydrogen evolution redox catalysis.  
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Program Scope 
This program investigates the physical chemistry of (primarily inorganic) nitrogen-oxygen 

compounds that are involved in environmental problems and are also central to the radiation-
induced reactions that occur during nuclear fuel processing and within radioactive nuclear waste.  
Equally important and diverse are the biological roles of nitrogen oxides, their oxoacids, and 
anions. 

Inorganic nitrogen forms a large number of metastable compounds whose thermodynamic 
properties and reactivity are not sufficiently understood, especially for the nitrogen in low 
positive oxidation states, the subject of the greatest current interest.  Despite a large body of 
research, there is no consensus concerning the fundamental properties of this species.  This is an 
area where there is a clear need for accurate elucidation of the prospective reactions in terms of 
their rates and mechanisms.  On the experimental side, this program applies the radiation 
chemistry techniques (primarily pulse radiolysis) and, to a lesser extent, other kinetic methods 
(flash photolysis, stopped flow). 

 
Progress 

The nearest redox neighbors of NO and the simplest nitrogen(+1) species are nitroxyl (H-
N=O) and its conjugate NO- anion.  Although numerous reactions of nitroxyl have been 
proposed, important aspects of the nitroxyl aqueous chemistry have been misunderstood and 
little quantitative information exists on the reactivity of nitroxyl and its adducts.  Among the 
latter, prominent are the so-called NONOates, the compounds of the general structure 
X[N(O)NO]−, where X is a strongly nucleophilic group, such as aminyl (R2N) or oxyl (O−).1 

Recently, we2-5 have suggested a reevaluation of the molecular and thermodynamic 
properties of nitroxyl by concluding that: (i) NO- has a triplet ground state, whereas the ground 
state of HNO is a singlet, and (ii) 1HNO is a much weaker acid, pKa(1HNO/3NO-) ≈ 11.4, than it 
was widely accepted previously (pKa of 4.76,7).  In nearly all reported cases invoking nitroxyl as 
an intermediate, the rate-determining step was its generation, which allows little insight into 
properties and reactivity.  In contrast, we have used pulse radiolysis to rapidly generate the 
nitroxyl species and to investigate their reactivity. 

 
One-electron reduction of aqueous NO by the hydrated electrons and hydrogen atoms has 

been investigated by pulse radiolysis.5  Both the hydrated electron and the hydrogen atom reduce 
NO to yield the ground state triplet 3NO- and singlet 1HNO, respectively, which further react 
with NO to produce the N2O2

- radical, albeit with the very different specific rates, k(3NO- + NO) 
= (3.0 ± 0.8) × 109 and k(1HNO + NO) = (5.8 ± 0.2) × 106 M-1 s-1 (Scheme 1).  These reactions 
occur much more rapidly than the spin-forbidden acid-base equilibration of 3NO- and 1HNO 
under all experimentally accessible conditions.  As a result and contrary to the previously 
accepted reaction mechanism,6,7 the spin prohibition gives rise to two reaction pathways well 
separated in time, but leading to the same intermediates and products.  The N2O2

- radical 
extremely rapidly acquires another NO, k(N2O2

- + NO) = (5.4 ± 1.4) × 109 M-1 s-1, producing the 
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closed-shell N3O3
- anion, which unimolecularly decays to the 

final N2O + NO2
- products with ~ 300 s-1 rate constant. 

Contrary to the previous belief, N2O2
- is stable with 

respect to NO elimination and so is N3O3
-.  The optical 

spectra of all intermediates have also been re-evaluated.  The 
only intermediate whose spectrum can be cleanly observed in 
the pulse radiolysis experiments is the N3O3

- anion (λmax = 
380 nm, εmax = 3.76 × 103 M-1 cm-1).  The spectra previously 
assigned to the NO- anion and to the N2O2

- radical are due, in 
fact, to a mixture of species (mainly N2O2

- and N3O3
-) and to 

the N3O3
- anion, respectively.  Spectral and kinetic evidence 

suggests that the same reactions occur when 3NO- and 1HNO 
are generated by photolysis of the monoprotonated anion of 
Angeli’s anion, HN2O3

-, in NO-containing solutions. 
 
Photoinduced release of nitroxyl and nitric oxide from 

NONOates has been investigated8 by laser kinetic 
spectroscopy in a comparative 
study of diazen-1-ium-1,2,2-triolate (Angeli’s anion) and (Z)-1[N-(3-

aminopropyl)-N-(3-aminopropyl)amino]diazen-1-ium-1,2-diolate 
(DPTA NONOate, Scheme 2).  The [N(O)NO]− group is 
photosensitive, decomposing upon illumination in its characteristic 
mid-UV absorption band.   

Scheme 1
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In neutral aqueous solutions, a 266 nm photolysis of these 
NONOates generates a unique spectrum of primary products including 
the triplet 3NO− and singlet 1HNO nitroxyl species, and NO (Fig. 1).  
Formation of these products has been revealed and quantitatively 
assayed by analyzing a complex set of their cross-reactions leading to 
the formation of 
colored intermediates, 
the N2O2

− radical and 
N3O3

− anion.  The experimental design employed 
takes advantage of the extremely slow spin-
forbidden protic equilibration between 3NO− and 
1HNO and the vast difference in their reactivity 
toward NO.  To account for the kinetic data, a 
novel combination reaction, 3NO− + 1HNO, is 
introduced and its rate constant of 6.6 × 109 M-1 s-

1 is measured by competition with the reduction 
of methylviologen by 3NO−.  The latter reaction 
occurring with 2.1 × 109 M-1 s-1 rate constant and 
leading to the stable, colored methylviologen 
radical cation is useful for detection of 3NO−.  The 
distributions of the primary photolysis products 
(Angeli’s anion: 22% 3NO−, 58% 1HNO, and 20% 

Scheme 2 
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Fig. 1.  Relative yields of 3NO−, 1HNO and 
NO from flash photolysis of Angeli’s anion 
and NONOate in neutral aqueous solutions. 
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NO; DPTA NONOate: 3% 3NO−, 12% 1HNO, and 85% NO) show that neither diazeniumdiolate 
is a highly selective photochemical generator of nitroxyl species or nitric oxide, although the 
selectivity of DPTA NONOate for NO generation is clearly greater. 

 
Future Plans 

The reactions of 3NO- with O2 and 1HNO/3NO- with NO remain the only two nitroxyl 
reactions measured directly despite the expectations of the rich chemistry for nitroxyl, which is 
simultaneously a Lewis acid and base, a hydrogen atom donor, and a redox agent.  This 
chemistry will be explored along with the properties and reactivity of the most consequential 
adducts of nitroxyl. 

Pathways and energetics of NO reduction will be investigated with the purposes to develop 
new methods of generating nitroxyl and to establish its thermochemistry.  With respect to the 
former, reduction of NO by the CO2

- radical is of interest.  All present estimates for the reduction 
potentials for NO and pKa for HNO involve significant assumptions spreading a range of ~0.1 V 
and ~4 pKa units; we will attempt determination of nitroxyl thermochemistry by measuring its 
redox equilibria. 

Spin-forbidden bond breaking/making reactions involving nitroxyl will be investigated.  The 
first is protonation of 3NO- by Brønsted acids; reactions of this type could appreciably modulate 
nitroxyl reactivity in buffered environments.  The second spin-forbidden reaction of interest is 
the addition of 3O2 to 1HNO, which could directly lead to peroxynitrite, ONOO-, and is 
potentially very significant because it replaces mildly reducing HNO by strongly oxidizing 
ONOO-. 

Properties and reactivity of nitroxyl adducts with NO and NO2
- will be investigated.  We 

have found that the NO adduct, the hyponitrite radical (N2O2
-), is rapidly formed from 

1HNO/3NO- in NO-containing environments5 and should be both strongly oxidizing and 
moderately reducing.4  However, nothing is known about N2O2

- reactivity and the most 
important prospective reactions will be explored. 

Thermal decomposition of trioxodinitrate (N2O3
2-) is the most widely used source of 

nitroxyl.  Redox potentials for N2O3
2- are unknown, but we expect it to be readily oxidizable.  It 

therefore will be of interest to investigate the one-electron oxidation mechanism and possible 
formation and properties of the N2O3

- radical, which has been implicated in various reactions.  
One-electron reduction of HN2O3

-/N2O3
2- that may provide a convenient alternative pathway to 

the hyponitrite radical will also be explored. 
 
Collaborators on this project include V. Shafirovich (NYU) and N. Shaikh (BNL); past 

contribution from G. A. Poskrebyshev is acknowledged.  Other pulse radiolysis work involving 
solvent protonation of aryl radical anions has been done in collaboration with J. Miller.9 
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I.  Program Scope:

In this project, we seek to obtain fundamental physical information about unsaturated,

highly reactive organometallic radicals containing open d subshell transition metal atoms.  Gas

phase electronic spectroscopy of jet-cooled transition metal molecules is used to obtain

fundamental information about ground and excited electronic states of such species as the

transition metal carbides and organometallic radicals such as CrC2H, CrCH3, and NiCH3.  High

resolution infrared spectroscopy is applied to the unsaturated transition metal carbonyls, MCO,

M(CO)2, M(CO)3, etc.

II.  Recent Progress:

A. Optical spectroscopy of RuC, CrC2H, CrCH3, NiCH3, YF, and OsC

During 2004-2007, we have used resonant two-photon ionization (R2PI) and dispersed

fluorescence (DF) spectroscopic methods to investigate the transition metal carbides, RuC 1 and

OsC; 6 the polyatomic transition metal radicals CrC2H, CrCH3, and NiCH3;
2 and have discovered

and analyzed a spin-forbidden band system in YF.5  Our work on RuC characterized several

excited states of the molecule,1 making it one of the best understood of all the transition metal

carbides.  More recently, we have obtained and analyzed high quality spectra of OsC,6 which

allow us to make comparisons between the isovalent molecules FeC, RuC, and OsC, all of which

have been studied in our laboratories.  Considering only the valence nd and (n+1)s orbitals of the

metals and the 2s, 2p orbitals of carbon, the valence orbitals of the MC molecules are the low-

lying 1F, 2F, and 1B orbitals, the non-bonding 1* and 3F orbitals, and the antibonding 2B and 4F

orbitals.  Among the FeC, RuC, and OsC molecules, the 1F, 2F, and 1B orbitals are all filled, and

the 4 remaining electrons are distributed between the non-bonding 1* and 3F orbitals.  A

molecular orbital diagram appropriate for these molecules is provided in Figure 1 below.  Our

work has shown that the ground states of these species are 1*3 3F1 for FeC and OsC, but 1*4, 1G+

for RuC.  Figure 2 below displays a rotationally resolved spectrum of 192Os12C, demonstrating

that the molecule possesses a 3)3 ground term.  In addition to determining the ground state, our

recent work on OsC shows that the first excited state of this molecule is the 1*2 3F2, 3G! (S = 0+)

term,6 which lies very high in energy in RuC.  The observation of a low-energy 1*2 3F2, 3G! state

in OsC demonstrates the relativistic stabilization of the 3F orbital, which is shown by our

hyperfine measurements to be primarily Os 6s in character.  

 

In other work, we have published the vibrationally resolved R2PI and DF spectra of

CrC2H, CrCH3, and NiCH3.
2 These molecules are among the most complicated open d-subshell

molecules yet known for which gas phase optical spectra have been obtained.  The vibronically

resolved spectra that have been recorded for CrC2H and NiCH3 have allowed metal-carbon
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Figure 1.  Molecular orbital diagram for                                   Figure 2.  Rotationally resolved spectrum of the [20.6] 

the transition metal carbides FeC, RuC, and OsC.                        SN=3 ² X3)3 0-0 band of  192Os12C.

vibrational frequencies and anharmonicities to be measured for these species in their excited

states.  For NiCH3, values of Te and Texe were also obtained for the ground state.  For CrCH3 and

CrC2H, values of )G1/2 for the Cr-C stretching vibration were also obtained for the ground state. 

Rotationally resolved scans over all three molecules have been accomplished, but these have not

yet yielded to analysis.  The NiCH3 scans show obvious perturbations, since the different

vibrational levels of the upper state and the scans over the 58Ni and 60Ni isotopomers are all very

different in appearance.  In contrast, the rotationally resolved spectra of CrC2H and CrCH3 are a

forest of lines.  In the case of the 6G+ ² X
~

 6G+ transition of CrC2H (which has 54 rotational

branches), we have been able to identify lines that belong to the P1, R1, R2, R5, R31, R35, R42, and

R62 branches.  We are now experimenting with different numberings of these lines, and expect

that we will be able to analyze and fit the spectrum.

During the collection of data on CrC2H, we also recorded the spectrum of the minor

isotopomer of chromium hydride, 50Cr1H.  We measured the excited state lifetime of this species,

which is currently of considerable interest in astrophysics.  This paper has now been published in

the Astrophysical Journal.3

During a study of the YCo diatomic metal molecule (funded by the NSF), we noticed

transitions occurring at the mass of YF.5  The YF molecules are formed by accident by the

reaction of atomic yttrium with Teflon tape residue that remains in the instrument after it was

used many years ago.  A quick scan of the published spectroscopy of YF showed that some of the

bands that were observed in this extremely well-studied molecule had not been previously

observed.  Accordingly, we expanded our investigation to include a study of these features,

which fall within the framework of the DOE project.  The new bands were found to belong to the

spin-forbidden c 3E1

+
 ² X 1E+ band system.  Our investigation provided a linkage between the

singlet and triplet manifolds of YF, along with a detailed analysis of the spin-orbit interactions
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within the states arising from the Y+ (1, 3D) + F! (1S) states of the separated ions.  The analysis

showed that the c 3E1

+
 state is contaminated with approximately 2% B1A character, and this spin-

orbit mixing causes the c 3E1

+
 ² X 1E+ band system to gain sufficient intensity to be observed.

B. Infrared Spectroscopy of unsaturated transition metal carbonyls

We have developed a slit-jet discharge source diode laser spectrometer for

high-resolution investigations of unsaturated transition metal carbonyls, and have used it to

record a spectrum of the monoligated molecule NiCO.  This species provides a model for the

interaction between CO molecules and a Ni surface.  The fitted constants from our study provide

band origins of 2010.692 89(34) and 2010.645 28(23) cm-1 for 58NiCO and 60NiCO, respectively. 

Rotational constants and bond lengths determined from the spectra are consistent with values

reported from the millimeter wave spectroscopic study that was published in 2004.

While collecting the NiCO spectrum, we also observed the spectrum of a molecule that

depleted when the discharge was turned on.  This was surprising, since the parent molecule,

Ni(CO)4 has no known transitions in this region.  After some investigation, the spectrum was

determined to arise from the isotopically substituted  species, Ni(CO)3(
13CO) and Ni(CO)3(C

18O),

which constitute only 4.3 % and 0.8 % of the molecules in the sample,  respectively.  From the

measured rotational constants, BO(Ni(CO)3(
13CO)) = 0.034736(2) cm-1 and BO(Ni(CO)3(C

18O)) =

0.033764(4) cm-1, the Ni-C and C-O bond lengths were determined to be r0(Ni-C) = 1.839(7) Å

and r0(C-O) = 1.121(10) Å.

III.  Future Plans

A.  R2PI and DF spectroscopy of transition metal carbides and radicals

Projects for the upcoming year include: (1) Assignment of the rotational lines in the
6G+ ² X

~
 6G+ band system of CrCCH and fitting of the spectrum to extract the spectroscopic

constants; (2) Analysis of the rotationally resolved spectrum of TiC, using dispersed fluorescence

from single rovibronic levels to identify the lines; (3) Resolution of the rotational structure and

analysis of a red band system of MoC; (4) Attempts to record and analyze the spectra of several

transition metal cyanides (or isocyanides) will be made.  Species to be investigated will include

CuCN, AgCN, AuCN, ScNC, and YNC (these latter two molecules are thought to be

isocyanides, while the former are expected to be cyanides).  When the spectrum of CrCCH has

been successfully analyzed, we will attempt to record the spectrum of the isovalent molecule,

CrCN.

B. IR spectroscopy of unsaturated transition metal carbonyls

We have been having difficulty finding spectra of other unsaturated transition metal

carbonyls beyond FeCO, Fe(CO)2, and NiCO.  We have searched for spectra of CrCO, Cr(CO)2,

Ni(CO)2, and Fe(CO)3 without success.  Attempts to modify the nozzle to allow the metal atom

and CO to recombine more readily have been made, again without success.  To gain greater

control over the fragmentation process, in the hope of being able to detect spectra of species with

additional CO ligands, we are now moving to a photolysis source.  It is our hope that by

controlling the wavelength of the photolysis, we will be able to control the loss of CO atoms so

that species such as Fe(CO)3, Ni(CO)2, and Ni(CO)3 may be investigated.
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C. Photodissociation spectroscopy of cold, trapped ions

During my 2005 sabbatical leave working with John Maier at the University of Basel, I

was very impressed with the capabilities of his newly-constructed mass-selected ion trap

photodissociation spectrometer, which produces spectra of cryo-cooled gas phase ions with

unprecedented signal-to-noise ratios.  I have decided to build a similar device here at the

University of Utah, for the study of unsaturated transition metal cation species (among other

species).  This project is a major part of my renewal proposal, and I have already begun

collecting the equipment needed to construct the instrument.  The instrument will eventually be

able to use either a laser-ablation, an electrospray, or an electric discharge ion source.  The ions

will be mass selected using a quadrupole mass filter and trapped in a 22-pole radio frequency ion

trap that contains a low pressure of helium (about 0.4 mTorr).  The trap will be connected to a

cryostat, allowing it to be cooled to about 5 K, and this low temperature will be transferred to the

trapped ions by collisions with helium.  The trapped ions will then be subjected to pulsed dye

laser radiation, leading to photofragmentation when the dye laser is resonant with a transition that

leads to 1- or 2-photon fragmentation.  The ions will then be released from the trap into a second

quadrupole mass filter, tuned to transmit the expected fragment ions, which are then detected

using a Daly detector.  The fragment ion intensity, as a function of the wavenumber of the dye

laser, then provides the spectrum of the trapped ion.

To facilitate building the new instrument, I have recently acquired a used Sciex API III

triple quadrupole mass spectrometer, which provides a significant fraction of the required

equipment.  In addition to the two required quadrupole mass filters, this instrument also has an

electrospray ion source and vacuum pumps that will be very useful in putting together our

trapped ion photodissociation spectrometer.
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LASER DYNAMIC STUDIES OF PHOTOREACTIONS ON NANOSTRUCTURED
SURFACES
Richard Osgood,
Center for Integrated Science and Engineering, Columbia University, New York, NY
10027, Osgood@columbia.edu

Program Scope or Definition:
Freestanding “nanoobjects,” such as colloidal quantum dots and nanoclusters, are of in-
terest because of their practical applications, such as light emitters, solar collectors, and
catalysts, and because of their interesting fundamental material properties such as their
size-dependent electronic structure and excitation energies. Because of the rapid growth
of the material-preparation methods for nanoscience, a large number of new techniques
have been developed for the growth and probing of such nanoobjects. Despite these ad-
vances there have been relatively few attempts to probe and understand photochemical
dynamics on the surfaces of these nanomaterials. From the viewpoint of surface dynam-
ics we anticipate that the reactions on these nanoscale objects will pose new scientific
questions. For example, on large-scale single-crystal surfaces the dominant photoreaction
channel is determined by the subtle balance between excited-state quenching and disso-
ciation; how is this balance changed on surfaces of nanoobjects of varying sizes due to
reduced density of states and the nature of elementary excitations, e.g. plasmons?

Thus we are undertaking studies of photoreaction dynamics on these nanoscale sur-
faces. Initially we will develop methods to prepare and characterize metal-oxide nanopar-
ticles, taking into account our recent work on measuring photodynamics on single-
crystal, metal-oxide surfaces as well as key nano-oxide research done in other universi-
ties and National Labs, e.g. PNNL, BNL, and ANL. Our research will address molecular
fragmentation-dynamics measurements on two types of freestanding nanoobjects: a) in-
situ grown metal-oxide nanoparticles and b) in-situ-grown noble-metal particles. Specifi-
cally the research goal of our program is to extend our understanding of the photody-
namics of molecular adsorbates on surfaces of in-situ-formed metal-oxide-semiconductor
nanoparticles and plasmonically active metallic nanoparticles. Our experiments will use
low-energy nanosecond UV pulses to fragment adsorbed-molecules on the particles;
these fragments will be detected using TOF mass spectroscopy in our UHV chamber.

Recent Progress:
In-Situ Synthesis and Synthesis Chemistry of Nanoscale-Oxide Particles for UHV Surface
Dynamics Experiments: We have made considerable progress in synthesizing and charac-
terizing oxide nanocrystals in our UHV STM system. We have adopted in situ nanoparti-
cle-preparation methods for our research, since the most common method of preparation
of nanocrystals, colloidal growth, does not easily lend itself to the preparation of a pris-
tine surface following synthesis.

Our approach to synthesis uses in-situ UHV growth by reactive-layer growth
(RLAD). We have focused on RLAD for synthesis rather than other methods because of
the quality of the nanocrystals and the fact they have reasonably narrow size dispersion.
In RLAD, a physisorbed multilayer of one reactant is first deposited on a substrate, typi-
cally at cryogenic temperatures, viz ~ 110K, and the second reactant (metal atoms) is then
physical vapor deposited onto this layer. In this case the metal atoms react with the
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loosely bound molecular multilayers at relatively low temperatures, perhaps even near
their ice temperature. Further raising the substrate temperature causes any unreacted, ad-
sorbed molecules and volatile reaction products to desorb from the substrate surface; the
final product compound is then left on the surface as an ensemble of nanoparticles.

Our initial work on synthesis characterized the chemical, structural and electronic prop-
erties of these oxide nanoparticles using XPS, STM and STS in collaboration with Jan
Hrbek at Brookhaven National Laboratory. We have now begun to examine in more de-
tail the surface synthesis chemistry
of these objects in preparation for
dynamical studies. This study has
used the STM facility at Columbia
and has focused on understanding
the factors controlling the crystal-
linity of the particles, including
annealing temperature and surface-
coverage of reactants. These more
recent studies (see Fig. 1) have
shown clearly that temperatures of >800K are needed to fully aggregate the initial nano-
clusters so as to form fully single-crystal TiO2 particles, which are typically ~5nm in size;
see Fig. 2. The crystallinity of these particles has been examined by our Group.The re-

sults show that after being fully formed and annealed at 800
K the majority of the titania nanocrystals have hexagonal
shape with edges oriented along the close-packed directions
on Au(111). Note that in most cases the nanocrystals are
flat and only 2 lattice constants (0.6 nm) in height. Under
certain preparation conditions, different structural phases
form; these phases vary with annealing temperature and
reactant coverage. In addition, we have found that there is a
second chemical phase that is present under conditions of
excess surface-adsorbed water and are currently exploring
the origin of this phase. This degree of control over the
composition and structure of the nanoparticle will be of
much use in our TOF photofragment studies. Each of the
different nanocrystal types will offer different photoreac-
tion sites and dynamics. In addition, we have recently seen
evidence that our nanoparticles can be oriented by our
Au(111) substrate surface. With such an oriented particle
array, it is possible for the resulting fragments to have a
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each picture shows a region 25nm by 25nm.
Fig: 2: TiO2 nanoparticles
annealed to 920K. The top
image shows the result of
differentiation of the data in
the bottom image. Islands are
 coheren

We ha
anoparticles and found evidence that
le-crystal substrate, a result in agreem
roups, Harvard using nanoparticles m

rucial aspect of experiments to measu
inguish reactions on the nanoparticles
ubstrate. We have demonstrated a TP

5-15 nm in dimensions.
Fig 1: STM images showing the evolution of micro-
structure of TiO2 nanocrystals as a function of annealing
temperature. All images are of the same length scale and
t angular distribution for angle-resolved TOF.
ve examined reaction of methanol on our TiO2
their reactivity is much greater than that of a sin-
ent with measurements by Friend and Madix
ade by dry oxidation of Ti islands. We note that a
re thermal and photoreactions is the ability to dis-
from reactions on the background single crystal
D capability on a preliminary basis for thermal re-
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actions, and anticipate on the basis of relative flux that the same conditions should apply
in the case of photoinitiated fragmentation. However from a more general viewpoint, ac-
complishing TPD on low-density surface concentrations of nanoparticles with high S/N
ratio is challenging, particular in the spatially constrained environment of our STM and
with the small sample size typical in such an instrument. Thus, a major preparation effort
in the last ½ year has been to develop the compact instrumentation for quadrupole studies
of a narrow field of view on an UHV-prepared surface. This effort makes use of an ear-
lier design of this apparatus developed by the White Group at BNL. We have now as-
sembled this apparatus at Columbia and are currently undertaking preliminary measure-
ments on our TiO2 particles.

Photofragmentation on Metal-Oxide Nanoparticles: The central focus of our research is
to investigate photoreaction dynamics involving adsorbate molecules on these metal-
oxide nanoparticle surfaces using our excimer-laser/tunable dye-laser TOF system at Co-
lumbia. The fundamental thrust of these experiments is to examine reaction mechanism,
site, and yield via examination of the fragment energy and desorption angle and thus ad-
dress issues such as how adsorbate photoreactions proceed on a nanoscale particle in
comparison to that on a single-crystal sample. Work using this technique on oxide sur-
faces has already been applied in our lab to a set of different single-crystal iron-oxide sur-
faces as well as in an extensive series of prior experiments by the Stair/Weitz Group and
Petek Group on single-crystal oxide surfaces.

This experimental work relies on the particles being formed in situ in our time-of-flight
system using synthesis conditions, which are identical to those to those developed using
our STM system. During this last year we have installed and tested additional instrumen-
tation for this in situ synthesis of TiO2 nanoparticles on our TOF system, such as thermal
evaporator, load-lock, etc. With this in situ system we have begun to examine the forma-
tion of nanocrystal TiO2 for time of flight measurements. Because of the multistep nature
of the synthesis process, it is desirable, from the viewpoint of high data rate, that sample
surfaces can be cleaned rapidly in situ, rather than requiring a new synthesis step after
each reactive run. Our recent work both via STM (collaboration with the Flynn Group)
and via TPDin our laboratory have shown that in metal-oxide systems adsorbate prod-
ucts, including chemisorbed halogen species, can be removed via high-temperature “an-
nealing.” Our preliminary experiments on our TiO2 nanoparticles show that reaction
products can also be removed in this case via suitable annealing.
Plasmonically Enhanced Reactions on UHV-Deposited Metal Nanoparticles:
Photochemistry on metallic nanoparticles is also an area of growing interest because
catalyzed reactions can be derived from near-field enhancement of an incident optical
beam due to local-plasmon excitation or if mounted on a dielectric substrate due to
surface waves and their scattering. While interest in this area has grown rapidly, the
original work was reported by the author of this report using UV reactions on Cd
nanoparticles; at this point a dynamics study in this area is needed. Recently, several
groups have described new methods for preparing metallic nanoclusters in situ in a UHV
environment, such as buffer-layer-assisted-growth (BLAG), which yields clusters as
small as ~5 A for noble metals. Both noble metal and Cd are known to exhibit size- and
shape-dependent-plasmonic effects in the presence of either visible or UV light,
respectively, and we are currently planning a synthesis route for these particles. The
optical fields for single particles or clusters of these particles are enhanced by resonant
plasmonic effects driven by the behavior of the metal dielectric constant. For single
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the behavior of the metal dielectric constant. For single particles, these effects can be es-
timated via the static-field approximation and a realistic dielectric constant. For more
complicated geometries or clusters of particles, methods such as finite difference-time-
domain computation can be used, an approach which we have employed and done re-
search on in many recent plasmonic studies in our group. We have recently developed
additional computational tools for these calculations and in fact have recently examined
nonlinear optical effects in surface-plasmon scattering (see Ref. 14 below).

Future Plans:
Our current plans are to complete our study of the chemistry for forming nanocrystals
using RLAD so as to understand the conditions for obtaining monodisperse and/or mono-
phase nanocrystals. Continued work will be carried out on the formation of other
nanocrystal types including doped varieties and … We will also begin studies of non-
angle resolved TOF measurements using our current nanoparticle TiO2 preparation meth-
ods. Our goal is to compare TOF velocity signatures on a well defined single-crystal
sample with those obtained on nanoparticle surfaces.

Recent DOE-Sponsored Publications:
1. K. Adib, G.G. Totir, J.P. Fitts, T. Miller, G.W. Flynn, S.A. Joyce and R.M. Osgood, Jr., “Chemistry of
CCl4 on Fe3O4(111)-(2x2) Surfaces in the Presence of Adsorbed D2O.” Surf. Sci. 537 , 191 (2003).
2. Z. Zhu, A. Srivastava, and R.M. Osgood, Jr., “Reactions of Organosulfur Compounds with Si(100),” J.
Phys. Chem. B 107, 13939 (2003).
3. A. Srivastava and R.M. Osgood, Jr., “State-Resolved Dynamics of 248 nm Methyl-Iodide Fragmentation
on GaAs(110).” J. Chem. Phys. 119, 10298 (2003).
4. K.T. Rim, J.P. Fitts, T. Muller, K. Adib, N. Camillone III, R.M. Osgood, Jr., S.A. Joyce and G.W. Flynn,
“CCl4 Chemistry on the Reduced Selvedge of a α-Fe2O3(0001) Surface: A Scanning Tunneling Microscopy
Study.” Surf. Sci. 541, 59 (2003).
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B.J. Berne, S.A. Joyce, and G.W. Flynn, “An STM Study of Competitive Surface Reactions in the Disso-
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573, 147 (2004)
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ray Scattering of ZnO Nanorods: Periodic Ordering and Lattice Size,” J. Mater. Res. 21, 1033 (2005).
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Figure 1.  The potentials of the Cu(111) surface and 
free alkali atoms, and the effective potentials for the 
chemisorbed system.  The period independent electronic 
structure is explained by the image charge interaction.  
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Since the pioneering work of Langmuir, alkali atom overlayers on metal surfaces 

have been central to development of theories of chemisorption.1, 2 Our research goal is to 
study dynamics of alkali atoms on noble metal surfaces in response to excitation by a 
near UV light. The surface desorption dynamics are initiated by the photoinduced charge 
transfer from the metal substrate to the chemisorbed alkali atoms.  Transforming the 
ionized alkali atoms in the ground state into a neutral excited state turns on the repulsive 
forces initiating the alkali atom photodesorption.3 To be able to interpret the dynamical 
studies, it is important to characterize the electronic structure of chemisorbed alkali 
atoms.  Our activities have focused on:  1) the experimental measurement and theoretical 
calculation of the unoccupied electronic structure of alkali atoms; 2) the lifetimes of the 
first excited s- resonance of alkali atoms; 3) the characterization of higher energy px and 
py symmetry resonances; 4) coherent phonon excitation of alkali atom overlayers on Cu 
surfaces; 5) formation of C60 quantum wires and quantum wells; and 6) exploration of the 
alkali atom-like unoccupied states of C60 on Cu surfaces. 

The universal electronic structure of alkali atoms on noble metals.  Last year we 
reported on two-photon 
photoemission (2PP) spectroscopy 
of Li – Cs on Cu(111) and Ag(111) 
surfaces.  We found period 
independent energy of 1.8 – 2.0 eV 
below the vacuum level for the 
lowest ns-resonance of alkali atoms 
on noble metal surfaces. This year 
we developed a simple theory that 
explains how the intrinsic electronic 
structures of the bare surface and of 
isolated atoms define the electronic 
structure of their interface.4 
Theoretical modeling attributes the 
common interfacial electronic 
structure, which surprisingly is 
independent of the periodic trends in 
the atomic size and ionization 
potential, to the Coulomb interaction 
among the ns electron, the alkali 
ionic core, and the conduction 
band electrons of the substrate.  

We determined the 
chemisorption structures of alkali 
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atoms on Cu(111) and Ag(111) surface by DFT slab calculations for various alkali atom 
coverages.  At the calculated equilibrium distance from the surface, the excitation laser 
light induces charge transfer from the metal substrate to the chemisorbed alkali ion, to 
produce the neutral alkali atom in its lowest electronic state.  To calculate the energies of 
the electronic resonances of the atom-surface system, we solved the Schrödinger equation 
at the chemisorption distance using an electronic wave packet propagation method.  The 
resulting ns-resonance energies, in good agreement with experiment, are essentially 
independent of the alkali atom period.   

From these calculations we conclude that the ns resonance energy is given by the 
attractive interaction of the ns electron with its own image charge and the repulsive 
interaction with the image charge of the ionic core.  The net destabilization of the ns 
electron as the adsorption distance Rads in atomic units is ΔE = +1 4Rads .  The period 
independent ns electron binding energy Eb = ΔE − I  implies that there is nearly exact 
compensation between image charge interaction ΔE and free atom ionization potential I 
at Rads.  This compensation is related to Pauli exclusion:  the size of the ionic core 
determines how strongly an alkali ion core can bind the ns electron as well as how close 
it chemisorbs to a metal surface.   

Surface femtochemistry of alkali atoms on noble metals.  We have performed 
interferometric two-pulse correlation measurements of two 2PP near the alkali atom 
resonance for all alkali atoms on Cu(111) and Ag(111) surface, except for Rb/Ag(111), 
for which the measurements will be completed within this year.  The measurements probe 
the alkali atom resonance relaxation mainly by elastic reverse charge transfer to the 
substrate, as well as energy stabilization of the resonance due to the desorptive motion of 
alkali atoms from the surface.  In the past, we have investigate the nuclear wave packet 
motion induced by charge transfer excitation of Cs atoms on Cu(111).3 Other 
chemisorption systems appeared to 
have shorter lifetimes, making such 
measurements difficult.  

By investigating the ns resonance 
decay dynamics over a broader energy 
range, however, we found that the 
decay of the Cs resonance on Ag(111) 
is even slower than for Cu(111).  The 
resonance energy decreases from 2.5 
eV at zero delay by ~0.4 eV in ~180 fs.  
The rapid energy stabilization may be a 
consequence of the heavier mass of Ag 
atoms than Cu, which allows more 
efficient recoil of Cs atoms from the 
surface.  This observation suggests that 
the desorption dynamics of Cs from 
Au(111) surface may be even more 
efficient. 

Alkali atom px and py symmetry resonances.  Until now there has only been 
discussion of the ns resonance of alkali atoms on noble metals (strictly speaking the 
observed resonance is the anti-bonding hybridization of s and pz orbitals).  By performing 
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Figure 2.  A contour plot of the Cs ns 
resonance population decay constructed from 
two-pulse correlation measurements taken in 
0.1 eV increments.  The red line indicates the 
ns resonance energy at zero delay. 
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angle dependent 2PP measurements at 
higher (>0.05 ML) alkali atom coverages we 
found a new resonance 0.4 eV above the ns 
resonance that has antisymmetric character 
with respect to the surface normal as 
expected for the px and py orbitals of alkali 
atoms.  We observed these new states for K 
and Cs on both Cu(111) and Ag(111) 
surfaces (Fig. 3),  but not for Na/Ag(111).  
Their appearance for K and larger alkali 
atoms suggests that these orbitals may be 
stabilized by hybridization with the 
appropriate symmetry d orbitals, which are 
at significantly higher energy for Na than for 
K and Cs.  This new spectroscopic feature 
provides important new information on the 
unoccupied electronic structure of alkali 
atoms.  The existence of px and py states has been predicted by our collaborators led by 
Prof. Pedro Echenique at Donostia International Physics Center, where Petek is spending 
his sabbatical.  The theoretical analysis is in progress.5   

Related to Fig. 3, we have developed a simple model that can explain the k|| (angular) 
2PP intensity distribution, such as for the sp-band of Ag.  This is an important step in 
developing a quantitative model for describing the excitation of alkali atoms and in 
general adsorbates on metal surfaces.6 This research was performed by Dr. Aimo 
Winkelmann, a visitor from the Max Planck Institute for Microstructure Physics. 

Coherent phonon excitation of alkali atom overlayers.  We investigated the 
coherent phonon excitation in Na/Cu(111) chemisorption system at ~1 ML coverage.  At 
low coverage, the charge transfer excitation to the ns alkali atom resonance induces the 
wave packet dynamics such as observed in Fig. 2.  We investigated the coherent phonon 
excitation at the Na-Cu interface by ultrafast surfaces second harmonic generation 
measurements with a tunable excitation source of Prof. Y. Matsumoto at the Institute for 
Molecular Science in Japan.  Contrary to our expectation, the action spectrum for the 
coherent phonon excitation reproduces the threshold for d- to sp-band excitation in Cu, 
rather than with surface excitations.   We conclude that the coherent interface motion is 
driven by charge density fluctuations induced by the bulk interband excitation.7   

C60 quantum wires.  We have initiated a related research program on the STM 
(STS) investigation on the unoccupied electronic 
structure of adsorbates on metal surfaces.  In 
collaboration with Prof. John Yates, we have 
employed z-V spectroscopy as a general method to 
extend spectroscopic measurements of adsorbates up 
to the vacuum level.8 We have performed 
measurements on C6F6 and C60 on Cu and Au surfaces.  
The electronic structure of the anion state of C6F6 can 
be described on all surfaces by the model developed 
for alkali atoms.9  
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Figure 4.  Self-assembly of a 
C60 wire on the Cu(110) (2x1)-O 
template.
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We have also developed a general way to self-assemble molecular wires by 
exploiting unusual oxidation properties of the Cu(110) surfaces.  By adjusting O2 dosing 
conditions, we have been able to make atomically perfect, >100 nm long, one Cu atom 
wide troughs of bare Cu bounded by regions of Cu(110) (2x1)-O domains.  The chemical 
nanopatterning forms templates for single molecule wide wires of molecules such as C60, 
which have preference for adsorption in the bare metal troughs.10 Fig. 4 shows the 
Cu(110) (2x1)-O template and the resulting C60 wire.  In such a manner, wires exceeding 
lengths of tens of nanometers can be grown. 

Free-electron like properties of C60 assemblies.  
We have investigated the spatially and energy resolved 
DOS of single C60 molecules, C60 wires, and quantum 
wells.  With bias voltages below 3.5 V the images 
resolve the topmost π-symmetry orbitals of LUMO+1 
and LUMO+2 states.  Above 3.5 V, we observe 
diffuse orbitals where the entire C60 molecule appears 
as an s, p, or d symmetry atomic orbital.  DFT 
calculations using a plane wave basis find a new type 
of electronic state of C60 molecules where electrons 
are bound by a central potential in orbitals that 
resemble s, p, and d orbitals of atoms rather than to 
individual C atoms.  We dub these new molecular 
states, the superatom states.  We find that superatom 
states of C60 dimers hybridize into σ and π orbitals resembling the H2

+ molecule.  For 
larger assemblies, the superatom states hybridize into free-electron like bands (Fig. 5).  
We conclude that the superatom states are a general feature of hollow molecules and 
nanotubes.11 

Other results.  Dr. Jin Zhao of Petek’s group received the M. T. Thomas Award for 
excellence in postdoctoral research for her computations (alkali atom electronic structure, 
etc) done at the computing facilities at EMSL. 

Future research.  We will be extending the studies of alkali atom electronic 
structure and dynamics to TiO2 and graphite surfaces.  The superatom states represent a 
novel way to tailor the electronic structure of hollow molecules.  We are will explore the 
stabilization of surperatom states by endohedral doping. 
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Figure 5.  The topography of a C60 
wire (left), the dI/dV image of its 
LUMO+2 (center), and the dI/dV 
image of its s-symmetry orbital 
derived superatom state.  
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Program Scope or Definition 
 The goal of this project is to explore and develop novel methodologies for probing 
the nature of volatile liquids and solutions and their surfaces, employing combinations of 
liquid microjet technology, with synchrotron X-ray and Raman spectroscopies.  
 
Recent Progress 
 Utilizing the intense monochromatic soft X-Rays available at the LBNL Advanced Light 
Source (ALS), and employing liquid microjets for convenient temperature and composition 
control, we have extended our systematic investigation of the local solvation environments of 
simple inorganic cations and anions to tri- and tetravalent species.  Earlier studies have 
established that monovalent cations have a very small effect on the local electronic structure, 
whereas simple anions are strongly perturbative[5].  Moreover, these anions exhibit markedly 
ion-specific perturbations, while the monovalent cations all produce the same effects.  Divalent 
cations[12] exhibit ion-specific perturbations, however, and we attribute these (as well as the 
ion-specific anion perturbations) to a combination of electric field effects on and charge transfer 
with the first solvent shell molecules, as deduced via comparisons with density functional theory 
calculations.  While the analysis of new XAS data for the higher charged ions is still ongoing, 
these trends of increasing charge transfer with ion charge are evidenced.  We have carried out a 
similar study of the hydration of the hydroxide ion, finding support for recent predictions of a 
hyper-coordinated first solvation shell, wherein the ion accepts four H-bonds but donates 
none[16].  Also, we previously identified a strong blue-shift in the k-edge spectrum of the 
hydronium ion, relative to that of water, probably due to the tighter electron binding[11]. 
 
   We have found that Raman spectroscopy of liquid microjets provides a useful 
complement to our XAS studies.  Building on our recent investigation of the temperature-
dependent Raman spectrum of water, wherein we found that a histogram of the electric field 
distribution along the OH bonds computed from a Monte Carlo simulation accurately represents 
the observed spectra[8], we have proceeded to study ionic solutions by this combined 
experimental/theoretical approach as a means of ascertaining the local environments around 
aqueous ions.  We again find that the E-field histograms faithfully reproduce the T-dependent 
Raman spectra, and make it possible to deduce a detailed new molecular picture of how simple 
ions are solvated in water[18]. 
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 Liquid microjet technology affords the opportunity to study the details of water 
evaporation, free from the obfuscating effects of condensation that have plagued previous 
studies.  Studying small (diameter < 5 µm) jets with Raman thermometry, we find compelling 
evidence for the existence of a significant energetic barrier to evaporation, in contrast to most 
current models[10,14].  Similar studies of heavy water are ongoing,  indicating a similar 
evaporation coefficient, and thus an energetic barrier similar to that of normal water.  A 
transition state model developed for this process provides a plausible mechanism for evaporation 
in which variations in libration and translational frequencies account for the observed isotope 
effects[15]. 
 

Using liquid microjets to avoid the problem of radiation damage to fragile solutes, we 
have measured the pH-dependent NEXAFS spectra of several amino acids, including glycine, 
proline, lysine, and the dipeptide diglycine[4,9].  We find that the nitrogen terminus of primary 
amino acids is sterically shielded at high pH, and exists in an “acceptor-only” state, wherein 
neither amine proton is involved in hydrogen bonding to the surrounding solvent.  The diglycine 
study characterized a similar behavior in this first study of the peptide bond hydration.  This 
work has been extended to examine the hydration of several nucleotide bases and related 
molecules.  We have also exploited the sensitivity of XAS to ionic perturbations of the empty 
orbitals of carboxylates to support the prediction that sodium interacts more strongly than 
potassium with protein carboxylate groups[19], offered as an explanation for the much higher 
intracellular concentration of sodium existing in cells.  
 

We have recently addressed the long standing controversy over whether continuum or a 
multi-component (“intact” or “broken bond,” etc.) models best describe the hydrogen bond 
interactions in liquid water.  The temperature dependence of water’s Raman spectrum has long 
been considered to be among the strongest evidence for a multi-component distribution.  
However, we have shown, using a combined experimental and theoretical approach, that many of 
the features of the Raman spectrum considered to be hallmarks of a multi-state system, including 
the asymmetric band profile, the isosbestic (temperature invariant) point, and van’t Hoff 
behavior, actually result from a continuous distribution[5].  This work complements our study of 
the structure of pure liquids by X-ray absorption spectroscopy that has been ongoing.  We have 
published a joint theory/experiment study of liquid methanol that characterized the nature of H-
bonded domains[6,7]. 

 
We have examined the high electrical charging of liquid water microjets that can be 

effected by metal nozzles, proposing a mechanism based on selective adsorption of hydroxide to 
the metal surface and subsequent electrokinetic charge separation, and we have demonstrated the 
use of this “protonic charging” for a novel method of hydrogen generation[17].  
 
Future Plans 
1. Complete the XAS study of ionic perturbation of local water structure, such that the 
entire Hofmeister series is ultimately addressed.  We seek a comprehensive picture of the effects 
of both cations and anions on the local structure of water.  Raman spectroscopy measurements 
will also be performed on these systems, the data from which provide complementary insights 
and aid in the theoretical modeling.  We will further develop the use of E-field distributions from 
simulations to interpret the spectra. 
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2.  Extend our XAS studies of local hydration to important free radical species, generated in 

liquid water microjets by excimer laser photolysis.   
 
3. Extend our studies of amino acid hydration vs. pH to include all natural amino acids.  Use the 

same approach to study hydration of the peptide bonds in small polypeptides, nucleotide 
bases, nucleosides, and nucleotides. 

 
4. Measure NEXAFS spectra for pure liquid water, alcohols, and hydrocarbons, seeking to 

achieve deep supercooling via controlled evaporation.  In conjunction with theoretical 
modeling, we will seek a coherent description of the liquid structure and bonding in these 
systems. 

 
5. We will continue to explore and compare ion and electron detection of NEXAFS spectra, 

seeking to reproduce earlier measurements of surface phenomena obtained with ion 
detection.  Thus far, we have not been able to reproduce the original measurements with our 
newly-designed X-ray spectrometer. 

 
6. We plan to continue our exploration of the evaporation of liquid water by Raman 

thermometry and mass spectrometry, seeking to ascertain the effects of salts on the 
evaporation process. 
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Program Scope 
The program is directed toward development of new computational approaches to photoprocesses in 
nanostructures whose geometry and composition are tailored to obtain desirable optical responses. The 
emphasis of this specific program is on the development of computational methods and prediction and 
computational theory of new phenomena of optical energy transfer and transformation on the extreme 
nanoscale (down to a few nanometers).  

1 Recent Progress 

1.1 Coherent Control of Ultrafast Energy Localization at Nanoscale [1, 2] 
Our research has significantly focused on problem of controlling localization of the energy of ultrafast 
(femtosecond) optical excitation on the nanoscale. We have proposed and theoretically developed a general 
approach to solving this fundamental problem [3-9]. It is difficult to overestimate possible applications of this 
effect, including nano-chip computing, nanomodification (nanolithography), and ultrafast nano-sensing. A 
major obstacle in using these ideas of the coherent control at the nanoscale has been the absence of efficient 
numerical methods to compute the waveform of the excitation pulses required to localize the optical energy at a 
given nanosite at a required time. Recently we have developed such a method based on the idea of the time 
reversal [1, 2]. Numerically, this method requires the computation of the retarded dyadic Green’s functions for 
the system. It is sufficiently efficient with respect to the CPU time, very stable but requires very large RAM 
memory (in the tens to hundred Gigabyte range).  
Following our pioneering work, there has recently been an explosion of activity on both theoretical [10-13] and 
experimental [14-18] investigations of the ultrafast coherent control on the nanoscale. This field will rapidly 
grow into one of the most important in the nanoscience with application to the nanoscale computations, 
sensing, spectroscopy, etc. It will require our increased attention to stay at the forefront. We are currently 
investigating this new time-reversal approach to include the polarization of the excitation pulses.  

1.2 Spatio-Temporal Coherent Control at Nanoscale [19] 
We have developed a new approach to dynamically control the nanoscale distribution of optical energy [19]. 
This approach amalgamates three principles: adiabatic compression [20], spatial coherent control (optical 
aperture synthesis) [21-23], and the temporal coherent control at the nanoscale [1-4, 6, 8]. An example of the 
system that can be used for the spatio-temporal control, we consider a plasmon-polaritonic tapered waveguide, 
in particular, a silver wedge whose maximum thickness is in a 30-nm range, and the minimum thickness is on 
order of a few (2-3) nanometers. There are nanoparticles (or nano-indentations) situated at the thick edge, on 
which we will focus the output a spatio-temporal modulator. These nanoparticles will couple the incident 
radiation to the surface plasmon polaritons (SPPs) propagating in the plane of the wedge toward its thick edge.  
This is illustrated in Fig. 1(a) where the coupling nanoparticles are shown by circles and the rays of the SPPs 
are indicated by lines. The phases of the excitation waves focused at the individual particles define the 
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curvature of the SPP wave front in the plane shown by concave curves. These wavefronts are adjusted by the 
phase modulation in such a way that these SPP rays converge at a nanofocus at the thin edge of the wedge [Fig. 
1 (a) and (b)]. To have the pulses of the SPP coming along each ray to coincide at the nanofocus and produce 
there an ultrashort (a few fs) pulse of the local fields, each of the excitation pulses should be modulated in time 
as shown in Fig. 1(c).  
The problem of the adiabatic concentration is extremely complicated numerically: it includes the three spatial 
coordinates and time. There are large ratios of the maximum to minimum scales present in each dimension. Its 
full numerical solution at this time using, e.g., finite difference time-domain method would be too complex. 
Therefore as the first step in solving this problem and to obtain a reasonable initial field, we have employed a 
WKB approximation, which is expected to work well precisely for these conditions of the large 
maximum/minimum scale ratios. This is how the solution shown in Fig.1 has been obtained [19]. In the future, 
we will aim to obtain a full numerical solution using the large scale computations. 
 

 
Fig.1. (a) Nanoplasmonic wedge with coupling nanoparticles. We also indicate SPP wavefronts and rays 
converging at the nanofocus. (b) Spectral trajectories of the SPP in the plane of the wedge converging at 
the nanofocus. (c) Temporal waveforms of the excitation pulses required to obtain the nanofocusing in 
time and space. The resulting ultrashort pulse at the nanofocus is shown at 150≈t  fs. 

 

1.3 SERS in Nanolenses [24] 
As an efficient nanolens, we have proposed a self-similar linear chain of several metal nanospheres with 
progressively decreasing sizes and separations [25]. The proposed system can be used for nanooptical 
detection, Raman characterization, nonlinear spectroscopy, nano-manipulation of single molecules or 
nanoparticles, and other applications. We have also computationally found the enhancement coefficient of the 
Surface Enhanced Raman Scattering (SERS) and have shown that it is considerably different from commonly 
used fourth power of the field enhancement [24]. 

1.4 Computational Studies of SERS [24, 26] 
We have revisited theory of one of the most important phenomena in nanoplasmonics, Surface Enhanced 
Raman Scattering [24, 26]. This theory shows that the predicted levels of enhancement in the red spectral 
region are still several orders of magnitude less than the enhancement factors  observed 
experimentally. The difference may be due to the effects not taken into account by the theory: self-similar 
enhancement [25] or chemical enhancement [27]. We are planning further computational studies of SERS in 
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systems with adiabatic compression that we have introduced earlier [20]. Note that recently the adiabatic 
compression effect that we predicted has been observed in two independent experiments [28, 29]. We trust that 
we can find a way to make SERS radiation much more intense by the better coupling between the far- and 
near-field zones that the adiabatic compression effect provides. This will provide unmatched sensitivity to 
SERS based methods of monitoring and detection of chemical and biological substances (threats). 

1.5 Excitation of Surface Plasmon Polaritons (SPPs) by Free Electron Impact [30] 
We have provided theoretical support and interpretation for the experimental investigation of the SPP 
generation by free-electron impact. This effect can be used as a basis of a novel method to visualize 
eigenmodes of plasmonic nanosystem by exciting them with an electron microscope beam. 

2 Publications Resulting from the Grant 
The major articles published by our group during this Report (2006-2007) period, which obtained the major 
support from this grant are indicated by bold typeface at the corresponding headings above. Overall, during the 
period of 2006-2007 we have published Refs. [1, 2, 19, 24, 30-37]. 

3 Directions for Future Work 
We intend to concentrate on numerical methods for ultrafast processes on nanoscale. Special emphasis will be 
made on coherent control where we intend to use the time-reversal method. We intend to add polarization, 
which will double the number of the field degrees of freedom available to control the nanosystems. Another 
focus point will be many-multipole full-electrodynamic computational theory of the spatio-temporal coherent 
control. 
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Program Scope
It is now possible to synthesize nanostructured porous materials with a tremendous variety

of properties including sol-gels, zeolites, organic and inorganic supramolecular assemblies, reverse
micelles, vesicles, and even proteins. The interest in these materials derives from their potential
for carrying out useful chemistry (e.g., as microporous and mesoporous catalysts with critical
specificity, fuel cell electrodes and membranes, molecular sieves, and chemical sensors) and for
understanding the chemistry in similar systems found in nature. Despite the advances in synthetic
techniques, our understanding of chemistry in solvents confined in nanoscale cavities and pores is
still relatively limited. Ultimately, one would like to design nanostructured materials adapted for
specific chemical purposes, e.g., catalysis or sensing, by controlling the cavity/pore size, geometry,
and surface chemistry. To develop guidelines for this design, we must first understand how the
characteristics of the confining framework affect the chemistry. Thus, the overarching question
addressed by our work is How does a chemical reaction occur differently in a nano-confined solvent
than in a bulk solvent?

Solvent-driven reactions, typically those involving charge transfer, should be most affected by
confinement of the solvent. The limited number of solvent molecules, geometric constraints of the
nanoscale confinement, and solvent-wall interactions can have dramatic effects on both the reac-
tion energetics and dynamics. Our primary focus is on proton transfer and related processes. A
fundamental understanding of such solvent-driven reactions in nano-confined solvents will impact
many areas of chemistry and biology. The diversity among nanoscale cavities and pores (e.g., in
their size, shape, flexibility, and interactions with the solvent and/or reactants) makes it difficult to
translate studies of one system into predictions for another. Thus, we are focusing on developing a
unified understanding of reaction dynamics in the diverse set of confinement frameworks, including
nanoscale pores of varying surface chemistry.

Recent Progress
Proton Transfer. We have investigated a number of properties of a model intramolecular phenol-

amine proton transfer system in a CH3Cl solvent confined in a smooth, hydrophobic spherical cavity.
We have developed a valence bond description for the reaction complex based loosely on a widely
applied model.1 Monte Carlo and mixed quantum-classical (MQC) molecular dynamics (MD)
simulations have previously been used to investigate complex position distributions, free energy
curves, and proton transfer reaction dynamics.2,3

Most recently we have calculated the infrared spectrum of this model proton transfer reaction
complex in a nanoconfined solvent using MQC-MD.4 The reaction free energy was varied to explore
cases with varying degrees of proton transfer. We found that both 0 → 1 and 0 → 2 vibrational
transitions contribute to the infrared spectrum, due to configurations in which the excited vibra-
tional state of the proton is delocalized, a process we labeled “attempted chemical exchange.” This
attempted chemical exchange gives broad lineshapes for the IR spectra when proton transfer is pos-
sible; actual chemical exchange, i.e., proton transfer, is too slow to lead to significant broadening.
Moreover, the vibrational transition frequency is directly related to a collective solvent coordi-
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nate, such that the distribution of frequencies is determined by the sampling of different solvent
coordinate values. Finally, the frequency autocorrelation function, 〈δω(0) δω(t)〉, which is accessi-
ble in nonlinear IR experiments, has a long-time tail that appears to contain information about
the proton transfer reaction rate constants. Understanding in detail what information vibrational
spectroscopy provides about proton transfer reaction equilibria and dynamics is important for its
use as a characterization tool in nanoconfined solvents where the proton transfer dynamics can be
particularly diverse.3

Entropic Effects in Nanoconfined Solvents. While there have been some experimental measure-
ments of charge transfer reactions in nanoconfined solvents, the changes in the relevant solvation
dynamics are typically probed using time-dependent fluorescence (TDF) Stokes shift spectroscopy.
In TDF experiments the fluorescence energy of a probe dye molecule is monitored as a function
of time after excitation to follow the solvent reorganization in response to the change in dipole
associated with promotion of the molecule from the ground to the excited electronic state. In
nanoconfined solvents, TDF measurements generally find that the fluorescence energy decays on
multiple time scales including ones that are significantly longer (often by 2-3 orders-of-magnitude)
than those observed in the corresponding bulk liquid. Clearly such substantial modification of the
solvation dynamics upon nanoscale confinement also affects how a chemical reaction occurs. We
have recently completed a study of one of the key driving forces for these changes: entropy.5

Specifically, we have calculated the contributions of entropy and internal energy to the Helmholtz
free energy of a model dye molecule dissolved in three nanoconfined solvents (CH3I, CH3CN, and
CH3OH) by Monte Carlo simulations. This follows up on our previous studies that revealed that
the dye molecule position depends strongly on the electronic state6 and that this leads to a long-
time component in the TDF signal due to solute diffusion after excitation.7 Our results indicate
that entropic contributions are central in controlling the shape of the free energy surfaces of the
ground and excited state solute. Electrostatic interactions, which can be straightforwardly seen
in the internal energy, ∆U(d), are most favorable when the solute center-of-mass is between two
solvent layers, with one atom of the diatomic dye model in each solvent layer. It is entropic consid-
erations that minimize the free energy at positions where the solute center-of-mass is in the solvent
layers, but the internal energy ultimately determines in which solvent layer the global free energy
minimum is located. Moreover, it is rotational entropy that represents a significant component of
the effect due to differences in orientational freedom in varying locations in the nanocavity.

Linear Response in Nanoconfined Solvents. Linear response (LR) theory is frequently applied
to describe dynamics in liquids and has been widely successful. In particular, TDF is frequently
simulated based on a linear-response approximation. Nanoconfined solvents represent an important
and interesting test for these approaches given their complex dynamics. We tested two LR approx-
imations – one based on ground state equilibrium dynamics, the other on excited state equilibrium
dynamics – for TDF in nanoconfined solvents by comparing to nonequilibrium MD simulations.8

The calculations showed that, while the ground state and excited state LR results are dramatically
different, the excited state approximation is quite accurate.

These results led us to investigate the underlying assumptions of the LR approximations. Spe-
cifically, in collaboration with Prof. Brian B. Laird at KU, we have shown that the excited state LR
approximation gives the same result as assuming that the fluorescence energy gap exhibits Gaussian
statistics.9 This means one does not need to rely on previous derivations that required either an
equivalence between ground and excited state dynamics (clearly not observed in this case) or small
deviations from the average energy gap (also not the case). Thus, this provides insight into the
much discussed relationship between linear response and Gaussian statistics. In particular, subtle
but important differences between the two approximations are illuminated that suggest the result
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is likely more generally applicable than suggested by the usual linearization procedure. In addition,
the assumption of Gaussian statistics directly points to straightforward checks of the validity of
the approximation with essentially no additional computational effort. While these results have
particular relevance to nanoconfined solvents, they are general and should add broadly to our
understanding of LR-type approximations.

Smoluchowski Equation Description of Dynamics in Nanoconfined Solvents. A number of
models have been proposed to describe the multi-exponential, long-time decay observed in time-
dependent fluorescence studies of nanoconfined solvents. While molecular dynamics simulation
provides a particularly appealing avenue for exploring these models, full nonequilibrium simula-
tions can be quite time consuming. In nanoconfined solvents the effort is compounded by the
heterogeneity of the system and the long-time dynamics, which together mean that many lengthy
nonequilibrium trajectories are required. This provides an impetus for developing other ways of
rapidly simulating the TDF dynamics, and ultimately reaction dynamics, for a large number of
nanoconfined solvent systems. To that end, we have developed a Smoluchowski equation approach
for the description of time-dependent fluorescence in solvents confined in spherical cavities and
cylindrical pores.10

In addition to providing a rapid approach to simulating the time-dependent Stokes shift and
solute diffusive motion, the Smoluchowski equation has a number of other advantages. Specifically,
the entire time-dependent fluorescence spectrum is obtained as a function of time; this is typically
not feasible in nonequilibrium MD simulations. The full time-dependent solute position distribution
function is also calculated in the approach, allowing insight into the mechanism(s) of diffusion.
Further, it is quite easy to change the geometry of the confining framework within the Smoluchowski
equation, so that spherical, cylindrical, and slit pore geometries can be straightforwardly compared.
The approach does require knowledge of the potential of mean force for the solute as a function
of both the solute position and a collective solvent coordinate, but reasonably constructed model
free energy surfaces are often sufficient. We have validated the Smoluchowski equation approach
by comparison to MD simulation results10 for which at least part of the free energy surfaces are
known accurately.5

Model Silica Pores. One of the most critical characteristics of confining frameworks is the surface
chemical functionality. We have previously developed a method for generating roughly cylindrical
pores in amorphous silica in which the surface functionality (e.g., hydrophilicity/hydrophobicity)
can be fully controlled.12 We have previously used MD simulations of ethylene glycol confined in
roughly cylindrical hydrophilic silica pores (radius ∼ 12 Å) to test the frequently applied two-state
model for nanoconfined liquids. Confined ethylene glycol has been experimentally observed to have
a conformational equilibrium that is dependent on pore size in hydrophilic sol-gel pores.13 We found
that the two-state model was not generally supported by our results.14 Rather, the molecular-level
picture of the liquid near the interface in these confined environments changes significantly less
dramatically than suggested by a two-state model. We are currently completing simulations of
ethylene glycol in hydrophobic, –O-C(CH3)3 terminated, pores for which, interestingly, the confor-
mational equilibrium does not depend on pore size.13 We are also beginning MQC-MD simulations
of proton transfer reaction dynamics and hydrogen bond formation and breaking in these silica
pores.

Future Plans
We are currently working on several extensions of this work. We are developing, based on ab

initio calculations, new valence bond models for intra- and intermolecular proton transfer systems
that are experimentally accessible. We are examining proton transfer reactions in the model silica
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pores with varying surface chemistry described above; the infrared spectra of the proton transfer
reaction complex in these environments will also be calculated. In order to compute the reaction
rate constants we are developing reactive flux-type approaches for nonadiabatic reaction dynamics
within a classical mapping formalism. This will allow the reaction rate constants to be efficiently and
accurately calculated. Finally, we are developing Smoluchowski equation approaches to modeling
proton transfer reaction dynamics in nanoconfined solvents that will make long time and length
scales accessible.
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Program Scope 
 Achieving enhanced control of the rates and molecular pathways of chemical 
reactions at the surfaces of metals, semiconductors and nanoparticles will have impact in 
many fields of science and engineering, including heterogeneous catalysis, 
photocatalysis, materials processing, corrosion, solar energy conversion and nanoscience.  
However, our current atomic-level understanding of chemical reactions at surfaces is 
incomplete and flawed.  Conventional theories of chemical dynamics are based on the 
Born-Oppenheimer separation of electronic and nuclear motion.  Even when describing 
dynamics at metal surfaces where it has long been recognized that the Born-Oppenheimer 
approximation is not valid, the conventional approach is still used, perhaps patched up by 
introducing friction to account for electron-hole pair excitations or curve crossings to 
account for electron transfer.  There is growing experimental evidence that this is not 
adequate.  We are examining the influence of electronic transitions on chemical reaction 
dynamics at metal and semiconductor surfaces.  Our program includes the development 
of new theoretical and computational methods for nonadiabatic dynamics at surfaces, as 
well as the application of these methods to specific chemical systems of experimental 
attention.  Our objective is not only to advance our ability to simulate experiments 
quantitatively, but also to construct the theoretical framework for understanding the 
underlying factors that govern molecular motion at surfaces and to aid in the conception 
of new experiments that most directly probe the critical issues. 
 
Recent Progress 
 Our efforts over the last year have focused on two fronts.  First, we have derived a 
hierarchy of computational procedures for simulating chemical processes at metal 
surfaces that properly incorporate nonadiabatic electronic transitions and electron 
transfer.  Our theoretical framework goes beyond prior weak-coupling “electronic 
friction” models, and can be implemented in fully-quantum, semiclassical and pseudo-
classical versions with corresponding tradeoffs between practicality and accuracy.  
Second, we have completed our construction of an ab initio based “diabatic” Hamiltonian 
describing the interaction of the nitric oxide molecule with the (111) surface of gold.  
This system has been shown in the Wodtke laboratory to exhibit striking nonadiabatic 
behavior inconsistent with the friction picture.  Our diabatic Hamiltonian will serve as a 
testing ground for theories of nonadiabatic molecule-surface dynamics.  We have carried 
out dynamics simulations in the adiabatic limit with this Hamiltonian as a benchmark, 
and are now gearing up for including nonadiabatic effects with both the electronic 
friction model and with various manifestations of our diabatic dynamics theory. 
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 In the prior year of this project (2006) we developed a formulation of 
nonadiabatic dynamics at metal surfaces in which motion occurs on multiple “diabatic” 
electronic potential energy surfaces, i.e., surfaces with gradually changing electronic 
character.  Our original formulation, published in Phys. Rev. (Ref. 2) is fully quantum 
mechanical and therefore impractical for many-atom systems.  In the current year (2007), 
we developed more practical semiclassical and pseudo-classical versions of the theory.  
The motivation for these efforts derives from experiment. It has become increasingly 
clear that at metal surfaces nonadiabatic behavior is the rule rather than the exception.  
Electron-hole pair transitions, charge transfer and hot-electron-induced motion can be 
dominant pathways for energy flow.  Recent experiments in the groups of Wodtke, 
Somorjai, MacFarland, Hasselbrink, and others have demonstrated that molecular 
vibrational energy, adsorption energy and reaction exothermicity can produce highly 
excited electrons, even resulting in electron emission.  The widely accepted electronic 
friction theory of nonadiabatic dynamics at metal surfaces invokes multiple low-energy 
excitations, clearly inconsistent with the production of high kinetic energy electrons.  In 
contrast to the friction model, our current approach does not assume weak coupling, and 
can be applied even to cases where a sudden electron jump between the molecule and the 
surface may occur.  Our approach is based on adapting a prior model, developed to 
describe gas-phase electron-molecule scattering, to interactions of molecules with metal 
surfaces.  The continuum of electronic states now arises from the metallic conduction 
band rather than from free electron states, but the formalism remains essentially the same 
(see Ref. 2).  This theory allows the motion on each potential energy surface to be treated 
independently, a huge simplification.  However, the motion is still quantum mechanical.  
Quantum evolution for systems with many degrees of freedom, even when confined to a 
single potential energy surface, is computationally prohibitive.  An additional 
complication is that the potential energy surfaces in this case have complex-valued 
energies, the imaginary part related to the lifetime of the electronic state.  In 2007 we 
developed semiclassical (accepted for publication in Phys. Rev. Lett.) and pseudo-
classical (unpublished) procedures for evolving nuclear motion that are much more 
computationally tractable.  First, we extended the semiclassical Gaussian wave packet 
approach developed by Heller to treat complex-valued Hamiltonians with off-diagonal 
couplings among many states, providing a practical procedure that is quite accurate, at 
least for short timescales.  We discovered an enormous simplification in evolving nuclear 
motion on the continuum of charge-transfer potential energy surfaces (Ref. 3).  Under the 
assumption that these surfaces are parallel, wave packets need to be propagated on only 
one representative surface.  The motion on all of the others can be extracted simply by 
properly summing wave packets with phases appropriate for each specific continuum 
state.  The method has direct applicability to electron transfer at metal and semiconductor 
surfaces, and we plan to extend it to apply to spin transitions in open-shell molecules, a 
controlling factor in many important chemical reactions at surfaces.   
 Very recently (unpublished) we have extended the semiclassical model to a 
classical-like limit.  The resulting model invokes classical mechanical motion on each 
diabatic potential energy surface, with transitions among surfaces in the spirit of the 
surface hopping approach, but controlled by the imaginary part of the energy.  Hopping 
among the myriad (infinite number) of potential energy surfaces exhibited by the 
interaction of molecular states with a metallic conduction band may appear daunting.  
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However, the “wide-band limit” that underlies our original formulation, Ref. 2, greatly 
reduces the number of “hops” between different diabatic electronic states.  We expect this 
pseudo-classical implementation to become the workhorse for simulating nonadiabatic 
dynamics at metal surfaces. 
 In 2006 we completed an ab initio calculation of the potential energy surfaces and 
nonadiabatic couplings that govern the interaction of the NO molecule with the Au(111) 
surface.  Our prior effort using finite gold clusters was not sufficiently accurate, so we 
applied the plane wave density functional code VASP.  The resulting energies and 
molecular charges appear much more accurate and consistent.  In 2007 we completed the 
next stage of the program, construction of a diabatic” 2x2 Hamiltonian matrix from the 
ab initio results, required to examine dynamics beyond the adiabatic (ground state) 
approximation.  The diagonal elements of the 2x2 matrix are the diabatic neutral and 
charged potential energy surfaces.  These are coupled by an off-diagonal potential surface 
such that the resulting ground state becomes a mixture of charged and neutral 
configurations; i.e., the lower energy root of the 2x2 Hamiltonian matrix.  In order to 
uniquely define the 2x2 symmetric matrix, we need three independent pieces of 
information at each nuclear configuration.  Previously we computed only two, the ground 
state energy and the Löwdin or Bader charge on the NO molecule, which we assign to be 
the square of the coefficient of the ionic configuration in the ground state.  We have now 
supplied the missing third piece of information by computing the shift in the ab initio 
ground state energy upon application of a small electric field.  We have recently 
accomplished construction of a diabatic 2x2 Hamiltonian, with diagonal and off-diagonal 
elements fit to analytic expressions, that provides an accurate fit to the ab initio energies, 
charges and electric field induced shifts for all positions, orientations and internuclear 
separations of the NO molecule interacting with the gold surface.  The diabatic 
Hamiltonian properly incorporates all major aspects of the interaction, including the 
image force and the electron transfer at extended N-O bond separations. 
 We have carried out the first stage of simulating NO-gold dynamics with the 
diabatic Hamiltonian, adiabatic dynamics.  Our main interests are the importance and 
nature of nonadiabatic effects, of course, but we first need to understand adiabatic 
behavior.  Our computed sticking probabilities are now in reasonably good accord with 
experiments of the Wodtke group, in contrast with our earlier attempts.  We observe 
considerable vibrational energy transfer at low incident NO velocities, although 
nonadiabaticity will certainly be required to reproduce experiment.  A somewhat counter-
intuitive prediction has emerged, that the non-dissociative sticking probability for a 
highly vibrationally excited NO molecule can be larger than that for an unexcited 
molecule. It will be interesting to see if this behavior survives when nonadiabatic effects 
are properly accounted for. 
 Now that we have a relatively simple and reliable representation of the NO-
Au(111) interaction in the form of a 2x2 diabatic Hamiltonian matrix, we are in position 
to explore nonadiabatic effects using both electronic friction and our diabatic approaches.  
For the latter, we will begin with the pseudo-classical version since this is simplest and 
should reveal the major mechanisms and pathways.  If quantization of the NO vibration 
appears to have a significant effect, we then plan to implement the semiclassical wave-
packet version.  These results will be directly compared to experiment.  In addition, the 
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diabatic Hamiltonian can serve as a platform for use by others to evaluate new methods 
and explore nonadiabatic dynamics in a realistic, complex and well-studied system.   
 
Future Plans 
 The goals of our research program include both specific aspects of the NO-Au 
system and more general investigations of nonadiabatic behavior at surfaces.  The next 
steps in the study are. 
1.  Complete the current benchmark adiabatic molecular dynamics simulations as 
required to subsequently assess the importance of nonadiabatic transitions. 
2  Carry out “molecular dynamics with electronic friction” (Head-Gordon and Tully) 
simulations using the 2x2 diabatic Hamiltonian. 
3.  Expand the 2x2 matrix representation into an (n+1) by (n+1) representation to provide 
the bound-continuum interactions required for full treatment of nonadiabatic behavior. 
4.  Carry out pseudo-classical diabatic dynamics simulations as described above to 
introduce electronic excitations and electron transfer beyond the friction model. 
5.  Extend and apply the diabatic dynamics strategy beyond the wide band (Markov) 
approximation, as required to describe the double or multiple “on” and “off” electron 
hops that may control the NO-Au dynamics. This may prove to be a significant challenge. 
6.  Through analysis of the results of application of this hierarchy of theoretical methods, 
draw conclusions about the importance and nature of nonadiabatic electronic transitions 
both in the NO-Au system and more generally.  
7.  Develop improved ab initio methods for computing energies and widths of lifetime-
broadened electronic states near metal and semiconductor surfaces, through extension of 
“constrained density functional theory”.  These are the properties that determine the rate 
and extent of electron transfer as a molecule approaches the surface; i.e., that are required 
to construct a diabatic Hamiltonian. 
8. Carry out ab initio calculations of energies, charge distributions and level widths as 
input to constructing valence-bond type Hamiltonians for a number of chemical systems, 
including the CO oxidation reaction on platinum.  Somorjai and coworkers have recently 
demonstrated that hot-electrons are produced as this reaction unfolds.  
9. Explore the dynamics of open shell species with metal surfaces.  An example is the 
oxygen molecule where transitions between the ground state triplet and low-lying singlet 
states may occur without spin-orbit interactions via a two-electron exchange with the 
conduction band, with major implications to chemical reactivity. 
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Program Scope 

The broad scope of this program is aimed at microscopic understanding of condensed phase 
phenomena using clusters as model systems.  Our current focus is on the microsolvation of complex 
anions that are important in solution chemistry.  The primary experimental technique is photoelectron 
spectroscopy of size-selected anions.  Unique experimental techniques have been developed by coupling 
electrospray ionization with photoelectron spectroscopy, that allows complex anions, including multiply 
charged anions and solvated clusters, from solution samples to be investigated in the gas phase. 
Experimental studies are combined with ab initio calculations to: 
 

• obtain a molecular-level understanding of the solvation of complex anions (both singly and 
multiply charged) important in condensed phases 

• understand the molecular processes and initial steps of dissolution of salt molecules by polar 
solvents  

• probe the structure and dynamics of solutions and air/solution interfaces 
 
Complexes anions, in particular multiply charged anions, are ubiquitous in nature and often found in 
solutions and solids.  However, few complex anions have been studied in the gas phase due to the 
difficulty in generating them and their intrinsic instability as a result of strong intramolecular Coulomb 
repulsion in the case of multiply charged anions.  Microscopic information on the solvation and 
stabilization of these anions is important for the understanding of solution chemistry and properties of 
inorganic materials or atmospheric aerosols involving these species.  Gas phase studies with controlled 
solvent numbers and molecular specificity are ideal to provide such microscopic information.  We have 
developed a new experimental technique to investigate multiply charged anions and solvated species 
directly from solution samples and probe their electronic structures, intramolecular Coulomb repulsion, 
stability, and energetics using electrospray and PES. A central theme of this research program lies at 
obtaining a fundamental understanding of environmental materials and solution chemistry. These are 
important to waste storage, subsurface and atmospheric contaminant transport, and other primary DOE 
missions.  
 
Recent Progress (2004-2007) 

First Steps Towards Dissolution of NaSO4
- by Water: Detailed knowledge of how polar 

molecules are dissolved in a solvent is essential to understanding the chemistry taking place in salt 
solutions and the fate and transport of environmental pollutants.  Sulfate in particular is ubiquitous in 
drinking water, soils, and atmospheric aerosols.  We have been interested in the microsolvation of the 
sulfate dianion (SO4

2-) and studied how this dianion is stabilized and solvated in hydrated clusters in the 
gas phase previously.  In the current work, we aimed at understanding how a sulfate salt molecule is 
desolved and hydrated.  Solvated clusters of sulfate in the form of NaSO4

-(H2O)n (n = 0 – 4) were 
generated using electrospray to simulate the first dissolution steps of sulfate salts in water.  Photoelectron 

                                                
1 Collaborators on these projects include X. B. Wang. 
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spectroscopy and theoretical calculations indicated that the first three water molecules strongly interact 
with both Na+ and SO4

2-, forming a three-water solvation ring, which separates the cation from the anion 
(Fig. 1).  Such contact ion pairs may exist in concentrated solution.   
 
Microsolvation of the Dicyanamide Anion: [N(CN)2

–](H2O)n (n = 0–12):  The dicyanamide anion 
N(CN)2

– is a very stable anion in both solution and solids.  Its transition metal salts have attracted recent 
attention because of their potential use as molecular magnets and multifunctional materials.  In this work, 
we probe the electronic structure of N(CN)2

– and its solvated clusters.  Photoelectron spectra of [N(CN)2
–

](H2O)n (n = 0–12) have been measured at room temperature and also at low temperature for n = 0–4.  
Vibrationally resolved photoelectron spectra are obtained for N(CN)2

–, allowing the electron affinity of 
the N(CN)2 radical to be determined accurately as 4.135 ± 0.010 eV.  The electron binding energies and 
the spectral width of the hydrated clusters are observed to increase with the number of water molecules.  
The first five waters are observed to provide significant stabilization to the solute, whereas the 
stabilization becomes weaker for n>5.  The spectral width, which carries information about the solvent 
reorganization upon electron detachment in [N(CN)2

–](H2O)n, levels off for n>6.  Theoretical calculations 
reveal several close-lying isomers for n = 1 and 2 due to the fact that the N(CN)2

– anion possesses three 
almost equivalent hydration sites.  In all the hydrated clusters, the most stable structures consist of a water 
cluster solvating one end of the N(CN)2

– anion.   
 
Observation of Weak C-H…O Hydrogen-Bonding by Unactivated Alkanes:  Weak C-H…O hydrogen 
bonding has been recognized to play a major role in biological molecular structures and functions.  Using 
the newly developed low-temperature PES apparatus we studied the C-H…O hydrogen bonding between 
unactivated alkanes and the carboxylate functional group.  We observed that gaseous linear carboxylates, 
CH3(CH2)nCO2

-, assume folded structures at low temperatures due to weak C-H…O hydrogen bonding 
between the terminal CH3 and CO2

- groups for n≥5.  Temperature-dependent studies showed that the 
folding transition depends on both the temperature and the aliphatic chain length.  Theoretical 
calculations revealed that for n = 3-8, the folded conformations are more stable than the linear structures, 
but C-H…O hydrogen bonding only forms for species with n≥5 due to steric constraint in the smaller 
species.  One C-H…O hydrogen bond is formed in the n = 5 and 6 species, whereas two C-H…O hydrogen 
bonds are formed for n = 7 and 8.  Comparison of the photoelectron spectral shifts for the folded relative 
to the linear conformations yielded lower limits for the strength of the C-H…O hydrogen bonds in 
CH3(CH2)nCO2

-, ranging from 1.2 kcal/mol for n = 5 to 4.4 kcal/mol for n = 8.  
 
Temperature-Dependent Photoelectron Spectroscopy of Methyl-Benzoate Anions and the Observation 
of Steric Effect in ortho-Methyl-Benzoate:  Temperature-dependent photoelectron spectra of benzoate 
anion (C6H5CO2

-) and its three methyl-substituted isomers (o-, m-, p-CH3C6H4CO2
-) have been obtained 

using a newly developed low-temperature PES apparatus that features an electrospray source and a 
cryogenically controlled ion trap.  Detachment channels due to removing electrons from the carboxylate 
group and benzene ring π electrons were distinctly observed.  Well-resolved vibrational structures were 
obtained in the lower binding energy region due to the OCO bending modes, except for o-CH3C6H4CO2

-, 
which yielded broad spectra even at the lowest ion trap temperature (18 K).  Theoretical calculations 
revealed a large geometry change in the OCO angles between the anion and neutral ground states, 
consistent with the broad ground state bands observed for all species.  A strong steric effect was observed 
between the carboxylate and the methyl group in o-CH3C6H4CO2

-, such that the -CO2
- group is pushed out 

of the plane of the benzene ring by ~25° and its internal rotational barrier is significantly reduced.  The 
low rotational barrier in o-CH3C6H4CO2

-, which makes it very difficult to be cooled vibrationally, and the 
strong coupling between the OCO bending and CO2 torsional modes yielded the broad PES spectra for 
this isomer.  It is shown that there is no C-H…O hydrogen bond in o-CH3C6H4CO2

- and the interaction 
between the carboxylate and methyl groups in this anion is found to be repulsive in nature. 
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Probing the Low-Barrier Hydrogen Bond in Hydrogen Maleate in the Gas Phase:  Photoelectron 
spectra of maleic and fumaric acid monoanions (cis-/trans-HO2CCH=CHCO2

-) were obtained at low 
temperatures to investigate the strength of the low-barrier hydrogen bond in hydrogen maleate.  
Vibrational structure was observed for trans-HO2CCH=CHCO2

- due to the OCO bending modes; however 
cis-HO2CCH=CHCO2

- yielded a broad and featureless spectrum. The electron binding energy of cis-
HO2CCH=CHCO2

- is about 1 eV blue-shifted relative to trans-HCO2CH=CHCO2
- due to the formation of 

a strong intramolecular hydrogen bond in the cis-isomer. Theoretical calculations (CCSD(T)/aug-cc-
pVTZ and B3LYP/aug-cc-pVTZ) were carried out to estimate the strength of the intramolecular hydrogen 
bond in cis-HO2CCH=CHCO2

-. Combining experimental and theoretical calculations, the intramolecular 
hydrogen bond strength in hydrogen maleate is estimated to be 21.5 ± 2.0 kcal/mol. 
 
Low-Temperature PES of Aliphatic Dicarboxylate Monoanions, HO2C(CH2)nCO2

– (n = 1 – 10): 
Hydrogen Bond Induced Cyclization and Strain Energies:  Photoelectron spectra of singly-charged 
dicarboxylate anions HO2C(CH2)nCO2

– (n = 1 – 10) were obtained at two different temperatures (300 and 
70 K).  The electron binding energies of these species were observed to be much higher than the singly-
charged monocarboxylate anions, suggesting the singly-charged dicarboxylate anions are cyclic due to 
strong intramolecular H-bonding between the terminal –CO2H and –CO2

– groups.  The measured electron 
binding energies were observed to depend on the chain length, reflecting the different –CO2H…–O2C–   
H-bonding strength as a result of strain in the cyclic conformation. A minimum binding energy was found 
at n = 5, indicating that its intramolecular hydrogen bond is the weakest. At 70 K, all spectra are blue-
shifted relative to the room temperature spectra with the maximum binding energy shift occurring at n = 
5. These observations suggest that the cyclic conformation of HO2C(CH2)5CO2

– (a ten-membered ring) is 
the most strained among the ten anions. The present study shows that the –CO2H…–O2C– hydrogen 
bonding strength is different among the ten anions and it is very sensitive to the strain in the cyclic 
conformations.  
 
Future Plans 

The main thrust of our BES program will continue to focus on cluster model studies of condensed 
phase phenomena in the gas phase. The experimental capabilities developed provide us with opportunities 
to examine fundamental chemical physics issues in complex anion solvation and solution chemistry. 
While we continue our work on the molecular processes of solvation of complex anions, the following 
outline a few themes for the Chemical Physics Program for the immediate and near future.  
 
Confirmation Change vs. Temperature: the Effect of Entropy: The low-temperature electrospray PES 
apparatus recently completed in our laboratory has significantly expanded our capability and flexibility to 
study solvated species in the gas phase. In the past couple of years, we have studied the effects of 
temperature and hydrogen bonding on the confirmations of a series of complex anions containing the 
carboxylate functional groups.  In the near future, we plan to reexamine the microsolvation of 
dicarboxylate dianions, which has been investigated previously using our room temperature apparatus.  
We observed an interesting phenomenon of solvent-induced conformation change, that is, the linear 
dicarboxylate dianions become folded at certain solvent number due to strong cooperative water-water 
hydrogen bonding.  Although the previous experiment was done at room temperature, the real 
temperature of the cluster was unknown.  However, theoretical calculations indicate that the folding 
transition is not only dependent on the solvent number, but also on the cluster temperature due to the 
effect of entropy.  In our new apparatus, the ion trap temperature can be controlled and varied from 17 to 
400 K.  Systematic studies of the folding conformation change as a function of temperature will be 
performed.  For example, for the suberate anion with 6 CH2 groups, our preliminary data suggest that at 
low temperatures the folding transition occurs at 14 water vs. 16 water at room temperature.  Detailed 
temperature-dependent studies will carried out to determine the thermodynamic stabilities of the different 
conformations and possibly the folding kinetics.  Studies on different chain lengths will also be 
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performed.  In particular, molecules with very long chains will be interesting because the entropic effect 
is expected to play a much stronger role, i.e., more dramatic temperature effect may be observed.   
 
Probing the Initial Steps of Dissolution: Our initial studies on the hydrated clusters of the form, NaSO4

-

(H2O)n, suggests that they may indeed yield valuable information about the dissolution of polar 
molecules. We will continue similar studies on larger cluster, as well as other divalent anions, which 
provide a convenient handle in the form of ion pairs, A+B2- and allow us to study them in the form of 
singly charged anions.  
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1. Program Scope 
This program focuses on fundamental investigations of the dynamics, energetics and morphology-dependence 
of thermal and photoinduced reactions on bulk planar and nanoparticle surfaces that play key roles in energy-
related catalysis and photocatalysis. Laser pump-probe methods are used to investigate the dynamics of 
interfacial charge and energy transfer that leads to adsorbate reaction and/or desorption on metal and metal 
oxide surfaces. State- and energy-resolved measurements of the gas-phase products resulting from thermal 
and photoinitiated reactions are used to infer the dynamics of product formation and desorption. Time-
resolved correlation techniques are used to follow surface reactions in real time and infer the dynamics of 
adsorbate–substrate energy transfer and desorption. Planned extensions of this work include investigations of 
the size-dependence of photoinduced desorption and vibrational dynamics of small molecules on surfaces of 
supported metal nanoparticles. Complementary efforts use cluster ion beams for studying the structure, 
dynamics and reactivity of size-selected metal and metal compound nanoclusters in the gas-phase and 
deposited onto solid supports.  

2. Recent Progress 
Ultrafast Investigations of Desorption Dynamics. We have examined in detail the ultrafast dynamics 
of photoinduced desorption of O2 and CO from Pd(111) and the photoinduced reaction of O and CO on 
Pd(111). Temporally well-defined excitation of the adsorbate–substrate complexes is achieved with ~ 100 fs, 
780 nm-wavelength pulses, and the dynamics are probed through coverage, laser fluence and time-resolved 
correlation studies. This work has provided new insights into the dynamics of energy transfer involved in 
these diabatic surface processes.  

Site-dependent desorption dynamics. Our coverage-dependent photodesorption studies of O2/Pd(111) indicate 
that substrate–adsorbate energy transfer is more efficient for more strongly-bound O2. Following adsorption at 
90 K temperature-programmed desorption (TPD) studies indicate three molecular adsorption states, labeled 
α1, α2, and α3, in order of decreasing desorption activation energies.1 By controlling the O2 coverage we have 
been able to systematically probe the desorption dynamics corresponding to the three adsorption states. Two-
pulse correlation (2PC) measurements show a strong increase in desorption probability with decreasing 
binding energy, however, the time response of the adsorbate–substrate complex is essentially coverage 
independent, indicating that the desorption is driven by the same electron-mediated mechanism. In order to fit 
the coverage-dependent 2PC measurements and fluence dependence measurements, two-temperature model 
(2TM) simulations of the substrate–adsorbate energy transfer require that the substrate electron–adsorbate 
coupling strength, η, decreases with decreasing adsorption energy, i.e., ηα1 > ηα2 > ηα3. Thus, the more 
strongly-bound states are more efficiently excited by diabatic coupling in this system (Fig. 1).  

Support for the pseudo-thermal model for photoinduced desorption. Femtosecond pulse photodesorption is 
commonly described as resulting from energy transfer from the substrate to the reaction coordinate (via 
friction or electronic transitions) leading to cleavage of the molecule–surface bond. The cleavage step is 
typically modeled by an Arrhenius expression as the crossing of an activation energy barrier presumed to be 
the same as that used to describe thermal desorption.2 We have used a combination of thermal and laser-
induced heating to independently control the equilibrium and nonequilibrium excitation during 
photodesorption of CO from a Pd(111). Measurements of the photoyield (Fig. 2), fluence dependence and 
2PC response as a function of initial surface temperature (Ti) exhibit marked dependences in the 100–375 K 
range. These dependences can be understood in terms of the initial degree of vibrational excitation in the 
adsorbate–surface and substrate lattice modes. Increasing Ti decreases the energy needed to drive the 
adsorbate over the barrier and slows the cooling of the system, enhancing the photodesorption efficiency. We 
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have developed a 2TM model that fits all available experimental data with a single parameter set and indicates 
that the desorption is driven by resonantly-enhanced electronic coupling. Systematic variation of the 
activation energy and prefactor for desorption indicates that the energy barrier to photodesorption is in good 
agreement with that found in thermal desorption experiments, supporting the simple Arrhenius description of 
the desorption step. 

A snapshot of a surface chemical reaction. We have measured the photodesorption and photooxidation of CO 
in mixed monolayers of CO and atomic oxygen on Pd(111). Photoinduced oxidation is 5–10 times more 
efficient compared to that observed on Ru(001).3 The cause for the relatively high oxidation yield may be 
structural; STM indicates a mixed p(2×2)O+CO structure 
wherein each O atom is surrounded by up to six CO 
molecules.4 Nevertheless, we find a find a strong preference 
for CO desorption that increases with increasing CO coverage 
(Fig. 3), consistent with a decrease in the CO desorption 
activation energy with increasing coverage as indicated by 
TPD studies. Thermal oxidation is markedly more efficient 
than femtosecond-pulse photooxidation, likely due to the fact 
that the slower thermal process allows time for diffusion and, 
therefore, a higher probability for reactions between species 
that were not nearest neighbors in the initial state. This implies 
that femtosecond photodesorption permits us to take a 
“snapshot” of the reaction efficiency of the initial monolayer 
that cannot be obtained by thermal excitation. 

Photoinduced Desorption and Reaction of O2 on TiO2(110) Surfaces. We are currently 
investigating photoinduced reactions on single crystal TiO2(110) (rutile) surfaces with the goal of 
understanding the excitation and energy transfer processes important in photooxidation reactions. Adsorbed 
molecular oxygen is linked to the photooxidation activity of TiO2 surfaces, however, fundamental questions 
remain as to the nature of the O2 adsorption sites and the mechanism for desorption and/or reaction. Previous 
studies using UV-lamp excitation have shown that the photodesorption of O2 from reduced TiO2(110) (rutile) 
surfaces exhibits multi-exponential decay rates which are both temperature and intensity dependent.5 The 
multi-component decay curves have been attributed to two different adsorbed O2 species, α1-O2 (“fast” decay) 
and α2-O2 (“slow” decay), both of which are thought to be interconverted to a third state, β-O2, by heating the 
O2/TiO2(110) surface above 200 K. More recent studies account for the observed desorption rates by a fractal 
kinetics model involving one-dimensional networks of interconnected vacancy sites.5 In this work, we have 
used laser pump-probe techniques to measure the kinetic energy distributions of O2 photodesorbed as a 
function of UV photoexcitation energy. The basic idea is that the presence of chemically-distinct surface-

 
Figure 1. Adsorption-state-dependent adsorbate excitation 
predicted by two-temperature model simulations following 
excitation by laser pulses delivering a peak absorbed fluence 
of 4.6 mJ cm–2. 

 
Figure 2. Femtosecond pulse photodesorption of 0.33 ML 
CO from Pd(111) as a function of initial temperature Ti. The 
line shows the result of two-temperature model simulations. 

 
Figure 3. Coverage-dependence of the branching ratio 
for photodesorption vs. photooxidation of CO from 
CO+O/Pd(111). 

240



bound O2 species, e.g., α-O2 or β-O2, should result in multiple 
O2 desorption channels with different final state properties. 
The experiments make use of a one-photon ionization scheme 
for O2 detection with very high sensitivity recently developed 
in our laboratory. Recent experiments show that the 
translational energy distributions of the photodesorbed O2 
molecules are trimodal, with characteristic energies of 
0.35 eV, 0.1 eV and near zero energy, independent of UV 
photoexcitation energy (see Fig. 4). The multiple peaks in the 
translational energy distributions suggest the presence of 
different initial binding states of adsorbed oxygen, although 
the very “slow” channel may result from trapping-desorption 
of photoexcited species at the low surface temperature used in 
these measurements (100 K). The fact that the distributions 
are independent of photon energy is also consistent with an 
indirect photodesorption mechanism in which an adsorbed 
O2

− /O2
2− species is neutralized by capturing a hole (h+) that 

was photogenerated in the titania substrate. Temperature- 
dependent measurements currently underway will probe the 
correlation between initial O2 binding state, e.g., α-O2 or β-O2, 
with final state distributions as well as the possibility of 
surface trapping. 

Structure and Reactivity of Transition Metal Compounds Clusters. We are using mass-selected 
cluster ion beams and surface science techniques to investigate the physical and chemical properties of 
transition metal compound clusters (e.g., metal carbides, oxides and sulfides) deposited onto solid surfaces 
which are models for supported catalysts. In addition to providing precise knowledge of the cluster size 
(mass),  stoichiometry and coverage, cluster beam deposition is particularly useful for investigations of small 
nanoclusters, 1–2 nm (< 200 atoms), where the geometric and electronic structure is evolving from molecular 
clusters to that of the extended solid (e.g., semi-metal to metal transition). Our recent work has focused on 
investigations of the structure and reactivity of a number of molybdenum sulfide clusters, MoxSy

+ (x/y = 3/7, 
4/6, 5/7, 6/8, 7/10, 8/12) in the gas-phase and deposited on a Au(111) substrate. Commercially, MoS2 is 
widely used as a catalyst for hydrogenation (HYD), hydrodesulfurization (HDS), and hydrodenitrogenation 
(HDN), where it is dispersed as nanoparticles on a high surface area support.6 Based on the low S/Mo ratios 
and structures obtained from DFT calculations, the molybdenum sulfide nanoclusters studied here are all 
expected to have exposed Mo metal sites available for bonding and reaction. For both gas-phase and 
deposited clusters, experiments have shown that the adsorption/desorption of probe molecules such as CO or 
NH3 are sensitive probes of the number and electronic character of the exposed Mo sites, which in turn reflect 
the structure and stability of the cluster. For example, the CO TPD peaks are narrow for clusters with 
symmetric cage-like structures, i.e., Mo4S6 and Mo6S8, whereas those clusters predicted to have dangling S-
atoms (Mo3S7, Mo5S7) exhibit broad CO TPD curves. It is likely that the Mo3S7 and Mo5S7 clusters undergo 
significant structural distortion and/or multiple binding configurations on the Au(111) substrate. In the case of 
the highly stable Mo4S6 “magic” cluster, we were unable to detect any NH3 adsorption by TPD for the 
deposited cluster, whereas the gas-phase Mo4S6

+ cluster was observed to bind both CO and NH3, with 
calculated binding energies that are very similar.7 The TPD results were corroborated by DFT calculations 
performed by Dr. Ping Liu (BNL/Chemistry) that showed that charge redistribution between the Mo4S6 
cluster and Au atoms at the surface results in a significantly weaker Mo-NH3 interaction compared to Mo-CO. 
Current work involves the study of the thermal stability of the deposited clusters using ion scattering and 
Auger spectroscopy, as well investigations of the electronic structure using photoelectron spectroscopy (UPS 
and XPS).  

Figure 4. Time-of-flight distributions for O2 
photodesorbed by UV radiation of various 
wavelengths from a reduced TiO2(110) surface at 
100K. Note the log scale for the time-of-flight axis.
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3. Future Plans 
Our planned work develops three interlinked themes: (i) the chemistry of supported nanoparticles and 
nanoclusters, (ii) the exploration of chemical dynamics on ultrafast timescales, and (iii) the photoinduced 
chemistry of molecular adsorbates. The investigations are motivated by the fundamental need to connect 
chemical reactivity to chemical dynamics in systems of relevance to catalytic processes — in particular metal 
and metal-compound nanoparticles and nanoclusters supported on oxide substrates. They are also motivated 
by fundamental questions of physical changes in the electronic and phonon structure of nanoparticles and 
their coupling to adsorbates and to the nonmetallic support that may alter dynamics associated with energy 
flow and reactive processes. 

Ultrafast experiments investigating the dynamics of photoinduced desorption from nanoparticles will address 
development of a fundamental understanding of the changes in this simplest surface reaction (desorption) as 
the size of the metal substrate material is reduced from macroscopic (planar bulk surfaces) to the nanoscale. 
Size-dependent chemical dynamics will also be the focus of experiments using our new cluster beam source 
to prepare a range of supported, size-selected nanoclusters for structure and reactivity studies. The latter will 
be complemented by ultrafast two-photon photoemission experiments to investigate the electronic structure 
and dynamics of the nanoclusters and molecular resonances involved in chemistry at their surfaces. Future 
studies of photo-induced processes on titania surfaces will work to resolve open questions regarding the 
surface binding sites and photodesorption dynamics of molecular oxygen. We are also in the beginning stages 
of extending pump-probe methods to investigations of photoxidation of organic species, e.g., acetone, and 
butanone, in which the translational energy distributions of gas-phase products will be used to infer the 
mechanism for surface reaction.  
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Program Definition 

Ionic liquids (ILs) are a rapidly expanding family of condensed-phase media with important applications in 
energy production, nuclear fuel and waste processing, improving the efficiency and safety of industrial chemical 
processes, and pollution prevention. ILs are generally nonvolatile, noncombustible, highly conductive, recyclable 
and capable of dissolving a wide variety of materials. They are finding new uses in chemical synthesis, catalysis, 
separations chemistry, electrochemistry and other areas. Ionic liquids have dramatically different properties 
compared to conventional molecular solvents, and they provide a new and unusual environment to test our 
theoretical understanding of charge transfer and other reactions. We are interested in how IL properties influence 
physical and dynamical processes that determine the stability and lifetimes of reactive intermediates and thereby 
affect the courses of chemical reactions and product distributions. 

Successful use of ionic liquids in radiation-filled environments, where their safety advantages could be 
significant, requires an understanding of ionic liquid radiation chemistry. For example, characterizing the primary 
steps of IL radiolysis will reveal radiolytic degradation pathways and suggest ways to prevent them or mitigate their 
effects on the properties of the material. An understanding of ionic liquid radiation chemistry will also facilitate 
pulse radiolysis studies of general chemical reactivity in ILs, which will aid in the development of applications listed 
above. Very early in our radiolysis studies it became evident that slow solvation dynamics of the excess electron in 
ILs (which vary over a wide viscosity range) increases the importance of pre-solvated electron reactivity and 
consequently alters product distributions. Parallel studies of IL solvation phenomena using coumarin-153 dynamic 
Stokes shifts and polarization anisotropy decay rates are done to compare with electron solvation studies and to 
evaluate the influence of ILs on charge transport processes. 

Methods. Picosecond pulse radiolysis studies at BNL’s Laser-Electron Accelerator Facility (LEAF) are used to 
identify reactive species in ionic liquids and measure their solvation and reaction rates. We and our collaborators (R. 
Engel (Queens College, CUNY) and S. Lall-Ramnarine, (Queensborough CC, CUNY)) develop and characterize 
new ionic liquids specifically designed for our radiolysis and solvation dynamics studies. IL solvation and rotational 
dynamics are measured by TCSPC and fluorescence upconversion measurements in the laboratory of E. W. Castner 
at Rutgers Univ. Investigations of radical species in irradiated ILs are carried out at ANL by I. Shkrob and S. 
Chemerisov using EPR spectroscopy. Diffusion rates are obtained by PGSE NMR in S. Greenbaum’s lab at Hunter 
College, CUNY and S. Chung’s lab at William Patterson U. Professor Mark Kobrak of CUNY Brooklyn College 
performs molecular dynamics simulations of solvation processes. A collaboration with M. Dietz and coworkers at 
ANL is centered around the properties and radiolytic behavior of ionic liquids for nuclear separations. 
Collaborations with C. Reed (UC Riverside), D. Gabel (U. Bremen) and J. Davis (U. South Alabama) are aimed at 
characterizing the radiolytic and other properties of borated ionic liquids, which could be used to make fissile 
material separations processes inherently safe from criticality accidents. 
 
Recent Progress 

Pre-solvated electron reactivity and its relation to solvation dynamics in ILs. In the course of kinetic 
measurements on reactions of electrons with various scavengers it was found that relatively low scavenger 
concentrations substantially reduced the initial yield of solvated electrons. Direct scavenging of pre-solvated (“dry”) 
electrons competes effectively with the slower electron solvation processes in ionic liquids.  For example, a pyrene 
concentration of only 63 mM reduces the solvated electron yield to 37% of the scavenger-free value. This finding 
has major implications for processing of radioactive materials, where seemingly innocuous quantities of solutes may 
scavenge electrons very effectively. Conversely, dry electron scavenging facilitates the use of pulse radiolysis in 
electron transfer studies by providing a way to circumvent diffusion-limited precursor formation rates. 
Measurements of excess electron solvation processes and emission dynamics (Stokes shift and polarization 
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anisotropy decay) of solvatochromic coumarin-153 show that the reorganization dynamics of ionic liquids occur on 
much longer timescales (nanoseconds) than in conventional polar solvents (picoseconds). The slow solvation 
dynamics would also be expected to significantly alter transition state dynamics and provide a potential means to 
control product distribution. 

To look at electron solvation with higher time resolution, we used low-viscosity pyrrolidinium salts and 
developed novel ionic liquids with even lower melting points and viscosities, based on ether-substituted 
pyrrolidinium cations. These liquids have RT viscosities low enough (65-95 cP) to flow through the picosecond 
pulse-probe transient absorption system at LEAF, which requires sample exchange to avoid cumulative radiation 
effects. Consequently, the electron solvation process was directly observed in three ILs by monitoring the decay of 
pre-solvated electrons at multiple wavelengths (to yield a solvated electron spectrum similar to the blue curve 
above). In N-methyl,N-butyl-pyrrolidinium NTf2

- the electron solvation lifetime < solv> is 260 ps, while < solv> 
obtained from coumarin 153 Stokes shift measurements is 346 ps (see next section). 

Even slower solvation processes were observed in pulse radiolysis studies of ionic liquids containing ether-, 
alcohol- and alkyl-functionalized quaternary ammonium dications (CH3)2(R)N+(CH2)nN+(R)(CH3)2 (NTf2

-)2, where 
R = (CH2)3OH, (CH2)2OCH2CH3, or (CH2)3CH3 and n = 3–8. Spectra on nanosecond timescales revealed that 
solvation of the excess electron is particularly slow in the case of the alcohol-derivatized ionic liquids. The blue shift 
of the electron spectrum to the customary 650 nm peak takes 25-40 nanoseconds at RT (viscosities ~4500-6800 cP). 
Comparison with the ~1 ns electron solvation time observed in similarly viscous 1,2,6-trihydroxyhexane (2500 cP) 
reveals the hindering effect of the ionic liquid lattice on hydroxypropyl side chain reorientation [1]. 

Solvation dynamics in ILs using fluorescent probes. The solvation and reorientational dynamics for a series of 
four ionic liquids were probed as functions of temperature (278-353 K) using coumarin 153 (C153). The ionic 
liquids are comprised of saturated organic cations (methyltributylammonium, hexyltributylammonium, 
methylbutylpyrrolidinium, and methyl(ethoxyethyl)pyrrolidinium) paired with a common anion, 
bis(trifluoromethylsulfonyl)imide. The observed solvation dynamics and fluorescence depolarization dynamics 
occur over a broad range of time scales that can only be adequately fit by functions including three or more 
exponential components. Stretched exponential distributions could not adequately fit our data. For both the solvation 
dynamics and the probe reorientational dynamics, the observed temperature dependences of the average relaxation 
times are well fit by Vogel-Tammann-Fulcher laws. To correlate the observed microscopic dynamics with 
macroscopic physical properties, temperature-dependent viscosities were also measured. Differential scanning 
calorimetry was used to study the thermodynamics of the phase transitions from the liquid to supercooled liquid to 
glassy states. For the two tetraalkylammonium liquids, the observed melting transitions occur near 300 K, so we are 
able to study the dynamics in a clearly supercooled regime. [10] (In collaboration with E. W. Castner, Rutgers 
University.) 

EPR studies of radical species in ILs. Since our standard technique of transient optical detection cannot detect 
many important intermediates that lack strong absorption features, particularly hole-derived species, we have begun 
to use EPR to identify ionization products in ILs [11]. Radical intermediates were generated by radiolysis or 
photoionization of low-temperature ionic liquid glasses composed of ammonium, phosphonium, pyrrolidinium, and 
imidazolium cations and bis(triflyl)amide, dicyanamide, and bis(oxalato)borate anions. Large yields of terminal and 
penultimate C-centered radicals are observed in the aliphatic chains of the phosphonium, ammonium and 
pyrrolidinium cations, but not for imidazolium cation (where the ring is the predominant site of oxidation). This 
pattern is indicative of efficient deprotonation of a hole trapped on the parent cation (the radical dication) that 
competes with rapid electron transfer from a nearby anion. This charge transfer leads to the formation of stable N- or 
O-centered radicals; the dissociation of parent anions is a minor pathway. Production of •CF3 from (CF3SO2)2N- 
evidently proceeds primarily through an excited state of the anion rather than via ionization. 

Radiolysis of simulated IL-based nuclear extraction systems. Addition of 10-40 wt% of trialkylphosphate (a 
common agent for nuclear separations) has relatively little effect on the fragmentation of the ILs. The yield of the 
alkyl radical fragment generated by dissociative electron attachment to the trialkylphosphate is < 4% of the yield of 
the radical fragments derived from the IL solvent. The currently used hydrocarbon/tributylphosphate extraction 
systems involve a highly resistant, structurally simple solvent (like kerosene) that efficiently transfers charge and 
energy to the functional solute (tributylphosphate), resulting in the fragmentation of the latter and degradation of 
extraction efficiency. The results suggest a different paradigm for radiation protection: a solvent in which the 
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damage transfer is reversed. Such a solvent actively protects the functional solute in a sacrificial way, but overall 
radiolytic damage is still kept to a low level by the radiolytic properties of the solvent [11] (in collaboration with I. 
Shkrob and S. Chemerisov, ANL). 

Radiolysis of borated ionic liquids. A group from Los Alamos calculated that processing plutonium in boron-
containing ionic liquids could substantially reduce the risk of nuclear criticality accidents. Subsequently we 
investigated the radiation chemistry of ionic liquids prepared from carborane (CB-) and bis(oxalato)borate (BOB-) 
anions. Experiments in liquids derived from the CB11H6Br6

- and BOB- anions and studies of the same anions diluted 
in NTf2

- ionic liquids indicate the major radiation stability concern may be the reaction of the solvated electron with 
the CB and BOB anions, a problem that could be addressed by including imidazolium or pyridinium cations in the 
ionic liquid mixtures. By contrast, trialkylammonioborate anions ([R3N-B12H11]-) form low-melting salts with many 
cations but do not react with solvated electrons (with D. Gabel, Bremen, submitted). 
 
Future Plans 

Electron solvation and reactivity. Pre-solvated electron scavenging mechanisms will be explored by studying 
the competition between the electron solvation and attachment processes in ILs. Electron solvation dynamics in 
several families of low-viscosity ILs will be measured by pulse-probe radiolysis. Subsequently, scavengers will be 
added to measure the kinetics of pre-solvated electron capture. It is well known from work in molecular solvents that 
many scavengers, for example SeO4

2-, have widely different reactivity profiles towards pre-solvated and solvated 
electrons. We have begun quantitative measurement of the scavenging profiles of benzophenone, SeO4

2-, NO3
-, and 

Cd2+ using the ultrafast single-shot detection system at LEAF, through which we hope to explain such conundrums 
mechanistically. C-153 solvation dynamics results will be compared with electron and benzophenone anion 
solvation measurements. 

Charge transport in ionic liquids. ILs have proved to posess valuable characteristics for solar energy 
photoconversion systems such as the Grätzel cell. Pulse radiolysis and flash photolysis methods will be used to 
study how ionic liquids affect charge-transport reactions in bridged electron donor-acceptor systems. Focus areas 
will be the combined effects of ionic solvation and slow solvent relaxation on the energy landscape of charge 
transport, including specific counterion effects depending on the ionic liquid, and the influence of the lattice-like 
structure of ionic liquids on the distance dependence of electron transport reactions. 

Non-classical diffusion in ionic liquids. Ionic liquids show unusual solute diffusion behavior on the basis of 
solute charge and size, which will be explored through reaction kinetics and high-pressure pulsed-gradient spin echo 
NMR studies of diffusion rates of charged and neutral species. This information is important for modeling geminate 
recombination kinetics to understand why radiolytic damage accumulates slower in ionic liquids than many other 
materials. 

EXAFS studies of structure and reaction dynamics in ionic liquids. In collaboration with R. Crowell and 
coworkers, we will use Br EXAFS to study the structures of neat bromide ionic liquids and the effect of solutes, and 
we will use photoionization coupled with time-resolved EXAFS to probe the solvation dynamics of Br0 atoms in ILs 
and the effect of the ionic liquid environment on the Br- + Br0  Br2

- reaction. The results can be applied to 
understanding related iodide systems of interest in solar photoconversion. 
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Title: Electronically non-adiabatic interactions in molecule metal-surface scattering: Can 
we trust the Born-Oppenheimer approximation in surface chemistry? 
 
Principal Investigators: Alec M. Wodtke, Department of Chemistry and Biochemistry,  
University of California Santa Barbara, Santa Barbara, CA 93106 
wodtke@chem.ucsb.edu and Daniel J. Auerbach, GRT-Inc. Santa Barbara CA. 
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Program Scope and Definitions: When molecules with low levels of vibrational excita-
tion collide with metal surfaces, vibrational coupling to electron-hole pairs is not found to 
be strong unless incidence energies are high. However, there is accumulating evidence 
that coupling of large amplitude molecular vibration to metallic-electron degrees-of-
freedom can be much stronger even at the lowest accessible incidence energies. We pose 
the basic question: are electronically non-adiabatic couplings important to chemically 
relevant processes at surfaces? We have indirect evidence in at least one example that the 
dynamics and rates of chemical reactions at metal surfaces may be strongly influenced by 
electronically non-adiabatic coupling. This implies that theoretical approaches relying on 
the Born-Oppenheimer approximation may not accurately reflect the nature of transition-
state traversal in reactions of catalytic importance. Developing a predictive understanding 
of surface reactivity beyond the Born-Oppenheimer approximation represents one of the 
most important challenges to current research in chemical dynamics.   We have devel-
oped a new instrument optimized in several important respects to allow us to investigate a 
wider variety of molecule surface interactions, recognizing that most important evidence 
now comes from a very limited number of studied systems. In this instrument, sensitivi-
ties are extremely high and a first generation infrared source has been developed for over-
tone pumping of H-containing species, so that both stimulated emission pumping and 
overtone pumping are possible with this instrument.   
 
Recent Progress:  We have completed construction and commissioning of the new in-
strument and carried out a series of initial studies on the vibrational excitation of HCl on 
Au(111). This system exhibits much smaller vibrational excitation probabilities than any 
previously reported system, demonstrating the sensitivity of the new instrument and pro-
viding us an example of vibrational energy transfer where electronically non-adiabatic 
effects have been “switched off”, at least at low surface temperatures. As we increase the 
surface temperature we find a transition to a new energy transfer mechanism, which 
strongly resembles expectations for electron mediated energy transfer. We have also be-
gun the first studies of vibrationally excited HCl(v=2) prepared by overtone pumping. 
With our new instrument, we are able to excite the HCl molecules in a very small (1 mm 
or less) packet very close to the surface (within 5 mm). Then by performing REMPI de-
tection of recoiling molecules at only a 15 mm distance, we may obtain very high resolu-
tion TOF information, reflecting the changes in velocity that accompany the scattering 
events. The figure below shows some of the first results in this direction, after the raw 
TOF data has been inverted to Flux vs. Translational energy.  The upper panel shows 
than even for the vibrationally elastic channel, more than 60% of the incident transla-
tional energy is transferred to surface excitation. Comparison to purely mechanical sys-
tems like Ar/Pt with a similar mass ratio exhibit much less energy transfer. We believe 
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this data may be some of the first clear evidence for strong  translational excitation of 
electron hole pairs. For vibrational relaxation (shown in the lower panel) the translational 
energy distribution is remarkably similar, 
suggesting that vibrational to translation 
energy transfer plays only a minor role 
here.  
 
Future Plans: In the next year, compre-
hensive studies of the HCl(v=2) scattering 
will be carried out, with full angle and ve-
locity resolution. With simple improve-
ments a new generation of PUMP/PUMP 
double overtone excitation experiments 
will also be possible.  
 
 
 
Publications from this grant 

1. Direct translation-to-vibrational 
energy transfer of HCl on Gold: 
Measurement of absolute vibra-
tional excitation probabilities, Qin 
Ran, Daniel Matsiev, Daniel J. Au-
erbach, Alec M. Wodtke, Proceed-
ings of the 16th International 
Workshop on Inelastic Ion-Surface 
Collisions; Nuclear Instruments 
and Methods in Physics Research, 
Section B: Beam Interactions with 
Materials and Atoms (NIMB) 258(1) 1-6 (2007) 
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High resolution TOF measurements of HCl(v=2) 
scattering from Au(111) – after direct inversion to 
flux vs. translational energy distributions. E0 indi-
cates the initial translational energy of the HCl 
prepared in v=2. Erot indicates the amount of en-
ergy transferred to HCl rotation. The upper panel 
shows results for vibrationally elastic scattering of 
v=2. The lower panel shows results for vibrational 
relaxation to v=1.  

 

2. Change of vibrational excitation mechanism in HCl/Au collisions with surface 
temperature: transition from electronically adiabatic to non-adiabatic behavior, 
Q. Ran, D. Matsiev, D. J. Auerbach, A. M. Wodtke, Physical Review Letters 
98(23), 237601 (2007) 

 

3. An advanced molecule-surface scattering instrument for study of vibrational en-
ergy transfer in gas-solid collisions, Qin Ran, Daniel Matsiev, Daniel J. Auerbach, 
Alec M. Wodtke (accepted in Rev. Sci. Instrum.) 
 

List of public presentations of work related to this grant 

1.  Invited lecture. Symposium on Atomic, Cluster and Surface Physics (SASP), La 
Thuile (Aosta) Italy, Invited lecture. “Electronically non-adiabatic interactions in 
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molecule metal-surface scattering: Can we trust the Born-Oppenheimer approxi-
mation in surface chemistry?”, February 1-6 2004 

 

2.  Invited Lecture, “State-specific surface scattering with laser prepared molecules”, 
Conference on the Dynamics of Molecular Collisions, Asilomar CA, July 10-15 
2005. 

 

3.  Invited Lecture, American Chemical Society Meeting, Symposium on “The Influ-
ence of Local Structure and Reagent Energy on Chemical Reactions at Solid Sur-
faces”, Electronically non-adiabatic interactions at the molecule metal interface, 
August 28- Sept. 1 2005 

 

4.  Invited Lecture, European Conference on Surface Science, “Electronically non-
adiabatic interactions at the molecule metal interface”, Sept. 3-9 2005 

 
5.  Invited Lecture, Pacifichem, Honolulu, HI, Evidence for Photolytic Production of 

Cyclic-N3, Dec. 9-14, Dec. 15-20 2005 
 
6.  Keynote Lecture and UCSB Delegation Leader to ‘Israeli Chemical Society An-

nual Meeting” Feb 27-28, 2006 Tel Aviv, The “Standard Model” of chemical re-
activity: How well does it describe reactions at metallic interfaces? 

 
7.  Invited Lecture, “Electronically non-adiabatic influences on chemistry at the gas-

solid interface” Gordon Research Conference on Atomic and Molecular Interac-
tions Colby-Sawyer College, July 9-14 2006. 

 

8.  Invited Lecture, “Electronically non-adiabatic energy dissipation at surfaces”, In-
ternational Workshop of the Collaborative Research Centre SFB 616 „Energy 
Dissipation at Surfaces“, Sept. 24th to Sept 28th at Schloß Eichholz in Wesseling, 
Germany. 

 

9.  Invited Lecture, “Electronically non-adiabatic influences on chemistry at the gas-
solid interface”, Joint SSRL-ALS  Workshop On Ultrafast Dynamics On Surfaces 
And In Liquids. SSRL, October 11 2006. 

 

10.  Invited Lecture, “Do we have a theory for reactions at metal interfaces?: The un-
solved problem of electronic non-adiabaticity”, 7 November  2006, California In-
stitute of Technology, Department of Chemistry, Chemical Physics Seminar 
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11.  Invited Lecture, “Do we have a theory for reactions at metal interfaces?: The un-
solved problem of electronic non-adiabaticity”, XXII International Symposium on 
Molecular Beams, May 27-June 1 2007, Freiburg Germany.  

 
12.  Invited Lecture, “State-specific molecule-surface scattering”, Gordon Conference 

on Gas-Surface Dynamics, August 12-17, 2007, Proctor Academy, Andover New 
Hampshire 

 

13.  Invited Lecture, “Inverse velocity dependence of vibrationally promoted electron 
emission from a metal surface”, Elementary Reactive Processes at Surfaces; 
Donostia-San Sebastian, Spain, August 30-Sept. 1, 2007 

 

14.  Invited Lecture, “Inverse velocity dependence of vibrationally promoted electron 
emission from a metal surface”, Institute of Atomic and Molecular Sciences, 
Taipei, Taiwan, Sept. 12, 2007 

 

15.  The Hong Kong Institute for Advanced Study UCSB International Centre for Ma-
terials Research workshop on Advanced Materials. Hong-Kong University of Sci-
ence and Technology, September 12-15, 2007 

 

16.  Invited Lecture, “Inverse velocity dependence of vibrationally promoted electron 
emission from a metal surface”, National Tsingua University, Beijing, China, 
Sept. 14, 2007 

 

17.  Invited Lecture, “Electronic Excitations induced by molecule-surface interac-
tions”, Non-Adiabatic Dynamics at Surfaces, Oct. 22-25 2007, Schloß Reisen-
burg, Germany 

 

18.  Invited Lecture, “Electronic Excitations induced by molecule-surface interac-
tions”, Leiden University, Oct. 26, 2007, Leiden, the Netherlands 

 

19.  Invited Lecture, “Do we have a theory for reactions at metal interfaces?: The un-
solved problem of electronic non-adiabaticity”, 2007 Symposium on Chemical 
Physics, Nov 9-11 2007, University of Waterloo 
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