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Time‐resolved, nonlinear photoemission electron microscopy
(PEEM) images of propagating surface plasmons (PSPs),
launched from a lithographically patterned rectangular trench
on a flat gold surface, have been recorded. Power‐dependent
PEEM images provide experimental evidence for a sequential
coherent nonlinear photoemission process, in which one laser
source launches a PSP through a linear interaction, and the
second subsequently probes the PSP via two‐photon
photoemission. PEEM images reveal that the launched PSP may
be detected at least 250 microns away from the coupling trench
structure.

Y. Gong, A.G. Joly, D. Hu, P.Z. El‐Khoury, and W.P. Hess, Nano 
Letters (2015), DOI: 10.1021/acs.nanolett.5b00803

Submitted by Wayne P. Hess (Pacific Northwest 
National Laboratory)

X‐ray absorption spectroscopy was used to investigate the
solvation structure of the lithium ion in propylene carbonate, a
system similar to the liquid electrolyte within a lithium ion
battery. Theoretical calculations indicate that the lithium ion
has a solvation number of 4.5, which is larger than expected
based on the generally accepted tetrahedral coordination
structure.

J. W. Smith, R. K. Lam, A. T. Sheardy, O. Shih, A. M. Rizzuto, O.
Borodin, S. J. Harris, D. Prendergast, and R. J. Saykally, Phys.
Chem. Chem. Phys. (2014), DOI: 10.1039/C4CP03240C

Submitted by Richard J. Saykally (Lawrence Berkeley
National Laboratory)

Transient excitons have been observed in metals for the first
time. Here, the surface electrons of silver crystals can maintain
the excitonic state more than 100 times longer than for the
bulk metal, enabling the excitons to be experimentally
visualized by a newly developed, multidimensional coherent
spectroscopic technique.

X. Cui, C. Wang, A. Argondizzo, S. Garrett‐Roe, B. Gumhalter, H.
Petek, Nature Physics (2014), DOI: 10.1038/nphys2981

Submitted by Hrvoje Petek (University of Pittsburgh) Molecular modeling simulations were used to study
the adsorption behavior of 1,1,1,3,3‐
pentafluoropropane (R‐245fa) in mesoporous MIL‐
101 metal organic frameworks (MOFs) at various
temperatures. Our simulations indicate that
chromium sites are preferential binding sites for
adsorption. Computed free energy profiles indicate
that, in both the cases, the MOF particles are more
attractive in R‐245fa compared to water, which
implies that nanofluids with these MOF particles will
form a more stable suspension in water than in R‐
245fa.

H. V. R. Annapureddy, S. K. Nune, R. K. Motkuri, B. P. 
McGrail, and L. X. Dang,  J. Phys. Chem. B (2015) 
DOI: 10.1021/jp5079086

Submitted by Liem X. Dang (Pacific 
Northwest National Laboratory)
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Replica exchange molecular dynamics simulations
of a dye molecule dissolved in ethanol, confined
within a 2.4 nm hydrophilic amorphous silica pore,
are presented. The dye position and orientation
distributions provide insight into time‐dependent
fluorescence measurements in nanoconfined
solvents as well as general features of chemistry in
mesoporous materials.

J. A. Harvey and W. H. Thompson, J. Phys. Chem. B 
(2015), DOI: 10.1021/jp509051n

Submitted by Ward H. Thompson 
(University of Kansas)

2D IR vibrational echo spectroscopy was performed on
the antisymmetric CO stretch of vibrational probe
molecules, which are located in the interior alkyl
regions of phospholipid bilayers. The measurements
show that the bilayer interior alkyl region dynamics
occur on time scales ranging from a few to many tens
of picoseconds. The results suggest that at least a
significant fraction of the bilayers’ structural dynamics
arise from density fluctuations.

O. Kel, A. Tamimi, and M. D. Fayer, J. Phys. Chem. B
(2015), DOI: 10.1021/jp503940k 

Submitted by Michael D. Fayer (Stanford 
University)

Replacing lithium with other metals with multiple
charges could greatly increase battery capacity. But
first researchers need to understand how to keep
multiply charged ions stable. The paths that lead to
either the hydrolysis of water or the creation of stable
metal ion clusters, peaceably surrounded by water,
have been determined. It comes down to the pH of the
solution, the number of water molecules nearby, and
the ionization potential.

E. Miliordos and S. S. Xantheas Phys. Chem. Chem.
Phys. (2014), DOI: 10.1039/C3CP53636J

Submitted by Sotiris S. Xantheas (Pacific
Northwest National Laboratory)

An array of intense, locally varying strain fields on a
TiO2 (110) surface was created by introducing highly
pressurized argon nanoclusters at 6‐20 monolayers
under the surface. Our results provide direct evidence
of the influence of strain on atomic‐scale surface
chemical properties, and such effects may help guide
future research in catalysis materials design.

Z. Li, D. V. Potapenko, and R. M. Osgood, ACS Nano
(2015), DOI: 10.1021/nn506150m

Submitted by Richard M. Osgood (Columbia
University)



i 

Program and Abstracts for 
 

CPIMS 11 
 

Eleventh Research Meeting of the Condensed 
Phase and Interfacial Molecular Science 

(CPIMS) Program 
 

Gaithersburg Marriott Washingtonian Center 
Gaithersburg, Maryland 

November 1‐4, 2015 
 
 
 
 
 
 
 

 
 
 
 
 

The  research grants and  contracts described  in  this document are  supported by 
the U.S. DOE Office of Science, Office of Basic Energy Sciences, Chemical Sciences, 
Geosciences and Biosciences Division. 

 
Office of Basic Energy Sciences 
Chemical Sciences, Geosciences & Biosciences Division 



FOREWORD 
 
This volume  summarizes  the  scientific  content of  the Eleventh Research Meeting on Condensed Phase and 
Interfacial Molecular  Science  (CPIMS)  sponsored  by  the U.  S. Department  of  Energy  (DOE), Office  of Basic 
Energy  Sciences  (BES).  The  research  meeting  is  held  for  the  DOE  laboratory  and  university  principal 
investigators within the BES CPIMS Program to facilitate scientific interchange among the PIs and to promote a 
sense of program awareness and identity. 
 
This year’s speakers are gratefully acknowledged for their investment of time and for their willingness to share 
their ideas with the meeting participants.  
 
The abstracts  in this book represent progress reports for each of the projects that receive support from the 
CPIMS program. Therefore, the book represents a snapshot in time of the scope of CPIMS‐supported research. 
A recent tradition is the use of the cover of this book to display research highlights from CPIMS investigators. 
This year, we have included eight research highlights on the cover. These images were selected from highlights 
submitted by CPIMS  investigators during  the past  two years. We  thank  the  investigators  for allowing us  to 
place their  images on the cover of this book, and we thank all CPIMS  investigators who submitted research 
highlights. CPIMS Investigators are encouraged to submit highlight of their results; we will continue to receive 
these stories of success with great pride. We thank Joshua Haines for his creative advice during assembly of 
this volume, and his tireless efforts in assembling and editing highlights for the program. 
 
We  are deeply  indebted  to  the members of  the  scientific  community who have  contributed  valuable  time 
toward  the  review  of  proposals  and  programs.  These  thorough  and  thoughtful  reviews  are  central  to  the 
continued vitality of  the CPIMS Program. We appreciate  the privilege of serving  in  the management of  this 
research program.  In carrying out these tasks, we  learn from the achievements and share the excitement of 
the  research  of  the  many  sponsored  scientists  and  students  whose  work  is  summarized  in  the  abstracts 
published on the following pages. 
 
Special  thanks are  reserved  for  the staff of  the Oak Ridge  Institute  for Science and Education,  in particular, 
Connie Lansdon and Tim Ledford. We also thank Diane Marceau and Michaelene Kyler‐Leon  in the Chemical 
Sciences, Biosciences, and Geosciences Division for their indispensable behind‐the‐scenes efforts in support of 
the CPIMS program.  
 
 
 
 

Gregory J. Fiechtner, Mark R. Pederson, and Jeffrey L. Krause 
Chemical Sciences, Geosciences and Biosciences Division 
Office of Basic Energy Sciences 
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Probing Ion Solvation and Charge Transfer at Electrochemical Interfaces 
Using Nonlinear Soft X Ray Spectroscopy 

 
L. Robert Baker 

Department of Chemistry and Biochemistry, The Ohio State University, Columbus, OH 43210 
baker.2364@osu.edu 

 
1. Program Scope 

Understanding electrochemical charge transfer and ion solvation at interfaces is an important 
challenge with both scientific and technological relevance because these interfacial processes largely 
determine the performance of batteries, fuel cells, acid–base catalysts, and other electro and 
photochemical systems.  To significantly improve the efficiency of these energy conversion technologies 
will require a fundamental understanding of the molecular-level processes occurring at the solid–liquid 
interface that drive electrochemical energy conversion. Interfacial charge transfer in electrochemical 
systems can proceed by multiple mechanisms:  First, charge transfer may occur as the bias-driven motion 
of electrons or holes from a solid electrode to a liquid phase reactant.  In this process electrochemical 
efficiency is largely determined by the surface electronic structure of the catalyst and the state-dependent 
charge transfer kinetics that control carrier separation, injection, and trapping at the solid–liquid interface.  
Second, charge transfer can also occur during an electrochemical reaction via the de-solvation, injection, 
and intercalation of ions across the interface between a liquid electrolyte and a solid electrode.  In this 
case removing an ion from its solvation shell represents a kinetic barrier to interfacial charge transfer that 
can strongly influence the rate and efficiency of energy storage and release.  Both of these charge transfer 
mechanisms, which occur at the electrode–electrolyte interface, are critical for understanding and 
controlling energy flow and conversion efficiency in working electrochemical systems. 

To address these important questions, this project aims to directly measure state-dependent 
charge transfer kinetics and ion solvation and de-solvation dynamics at biased electrochemical interfaces 
using soft x-ray spectroscopy.  Direct observation of these processes will provide important new 
understanding of the physical processes that determine the efficiency of electrochemical energy 
conversion.  Toward this objective, we are developing a soft x-ray light source for nonlinear 
spectroscopy.  The goal of these experiments is to perform 2-wave mixing of soft x-ray pulse created by 
high harmonic generation (HHG) with an optical laser pulse and to use this process as a probe of ion 
coordination geometry and surface electronic structure at working electrode interfaces.  This work will 
extend traditional sum frequency generation (SFG) spectroscopy from the infrared region to the XUV and 
soft x-ray spectral regions in order to probe core electron resonances with interface specificity.  Soft x-ray 
SFG will provide surface-sensitive visualization of buried interfaces with unprecedented chemical and 
electronic state specificity.  As detailed below, this technique will be applied to the study of ion 
coordination at biased electrode surfaces as well as metal oxide electrodes used as catalysts for water 
oxidation. 
 
2. Recent Progress 
 In metal oxide semiconductors, two parameters give rise to two different types of band gaps.  
First, the charge transfer parameter, Δ, can be thought of as the energy splitting between the metal 3d and 
the O 2p orbitals such that an excitation across this bandgap corresponds to a charge transfer between an 
O anion and an adjacent metal cation.  This bandgap exists in metal oxides regardless of the Hubbard 
parameter, U, that governs splitting of the metal 3d orbitals.  However, when the effect of U is also 
considered, the metal 3d orbitals split into two distinct bands that often straddle the Fermi level energy.  
Accordingly, in transition metal oxide semiconductors, the conduction band is made up primarily of 
unoccupied metal 3d states while the valence band is a mixture of occupied O 2p and metal 3d orbitals.  
In this model the size of the bandgap as well as the exact orbital character of the valence band edge 
depends on the relative strengths of Δ and U.  For example, for U > Δ the minimum bandgap is 
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determined by Δ, and occupied metal 3d 
orbitals will be located deep in the valence 
band while the valence band edge will be 
composed primarily of O 2p states.  
Alternatively, for U < Δ the minimum bandgap 
is defined by U, and the upper edge of the 
valence band is composed primarily of metal 
3d states.  In this material a thermalized 
bandgap excitation does not involve charge 
transfer between two atoms; rather, it involves 
only a change in electron configuration and 
spin state of the 3d metal cation.  It is 
theoretically predicted as well as 
experimentally observed that U increases from 
left to right across a row of transition metals in 
the periodic table.  This effect is schematically 
depicted in Fig. 1, which shows that at as U 
increases, the valence band edge of a metal 
oxide becomes increasingly O 2p in character 
while the metal d states shift to lower energy.  
Consequently, by systematically investigating 
the series of 3d transition metals from Mn to 

Cu, it is possible to observe the effect of increasing U and the accompanying shift of valence band 
character from metal 3d to O 2p on the overpotential of transition metal oxide electrocatalysts for water 
oxidation.  
 To test this hypothesis, we have prepared thin film catalysts of FeOOH, Cu2O, and mixed 
CuFeO2 and begun to study the activities of these materials for electrochemical water oxidation.  In each 
of these cases, Fe is the 3+ oxidation state and Cu is in the 1+ oxidation state.   The absorption spectra of 
these catalysts (see Fig. 2A) shows that the mixed-metal CuFeO2 has a significantly reduced bandgap 
compared to either pure FeOOH or Cu2O. It is currently thought that the reason for this decreased 
bandgap is the presence of a new metal-metal charge transfer excited state between the valence band 
maximum (i.e. Fe3+ states) and the conduction band minimum (i.e. Cu1+ states).  Cyclic voltammetry data 
shows that of these three materials, only Cu oxide displays activity for water oxidation at low 
overpotential (see Fig. 2B).  This is consistent with our working hypothesis that metal d states at the 
valence band edge prevent efficient hole injection.  Correlating these electrochemical measurements with 
linear and nonlinear x-ray spectroscopy will enable us to study the role that the charge donor state plays in 
determining the efficiency of charge transfer and the overpotential required for electrochemical energy 
conversion. 
 We have also made 
significant progress toward 
the design and construction of 
the HHG light source.  This 
includes complete 3D design 
and fabrication of custom 
vacuum chambers, design of 
vacuum compatible motion 
manipulation for alignment of 
soft x-ray optics inside the 
vacuum chambers, ray tracing 
of the soft x-ray beam to 
model spot size and 

Fig. 1 Schematic depicting the effect of increasing d-orbital
splitting on the valence band electronic structure of metal
oxide semiconductors.  As the occupied metal d states shift
to lower energy, the valence band edge becomes 
increasingly O 2p in character.  This has important effects on 
the bias-dependent charge donor states during
electrochemical catalysis. 
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aberrations, and creating a design that will enable transient absorption, transient reflectivity, and sum 
frequency generation experiments simultaneously.  Renovation of our laser lab was completed this 
summer, and this instrument is currently under construction. 
 
3. Future Plans 
3.1. State Dependent Charge Transfer Efficiency During Electrochemical Water Oxidation 
 The electronic structure at working solid–liquid interfaces is largely unexplored, even though this 
interface is responsible for energy conversion in widely used electrochemical catalysts.  It is expected that 
the surface of an electro-catalyst will have a very different electronic structure than the bulk as a result of 
undercoordination, interface bonding, and chemical and structural defects.  Because charge injection 
occurs directly between surface states and the solvent phase, these states largely determine the rate and 
efficiency of electrochemical reactions.  

Accordingly, soft x-ray spectrosocpy will be used to investigate the mechanism of oxidative 
overpotential during electrochemical water splitting on metal oxide electrodes.  It is well known that 
overpotential limits the efficiency of water oxidation, especially in neutral and acidic solutions.  Recent 
discoveries have shown that this overpotential is greatly reduced if certain metal oxide catalysts are used 
for O2 evolution in place of Pt or other noble metal catalysts.  Further, a trend has been shown between 
the measured overpotential and the calculated strength of the metal–oxygen bond for a series of transition 
metal oxide catalysts.  Because metal–oxygen bond strength also scales with other electronic properties of 
metal oxide semiconductors, such as the relative position of the metal d and O 2p orbitals in the valence 
band, it is likely that this correlation points to a more fundamental connection between oxidative 
efficiency and catalyst electronic structure.  Specifically, we plan to use soft x-ray SFG to directly 
monitor the surface donor and acceptor states during electrochemical O2 evolution as a function of 
applied bias on a series of metal oxide anodes.  We expect to show that electrochemical efficiency is 
directly related to the overpotential required to switch the hole donor level between the metal 3d and O 2p 
orbitals of the catalyst. 

This study will focus on Mn, Fe, Co, Ni and Cu oxide catalysts.  In the x-ray SFG experiment, 
two spectral ranges will be investigated for each catalyst:  1) the metal M2,3-edge that varies from 47 eV 
for Mn to 72 eV for Cu and 2) the O L1-edge located at 42 eV (see Fig. 3).  Spectra of these two 
absorption edges at zero bias will show the ground state spectrum of each catalyst surface.  Repeating 
these measurements as the potential is increased up to the voltage necessary for O2 evolution will show 
the incremental change in charge state of the catalyst surface with element specificity.  From these 
measurements we will show the relationship between oxidative overpotential and the bias-dependent 
charge donor level of the metal oxide catalyst with orbital-specific resolution.  
3.1. Ion Solvation at Biased Electrode Surfaces 
 In addition to probing state-specific charge 
transfer kinetics during electrochemical water 
oxidation, soft x-ray spectroscopy will also be used to 
study ion solvation and de-solvation dynamics at 
biased electrode–electrolyte interfaces.  During the 
charging/discharging cycles of a battery, metal cations 
are transported between a metal oxide cathode and a 
carbon anode through a liquid electrolyte.  In the 
charged state of the battery, the cations intercalate into 
a carbon anode and in the discharged state, the cations 
intercalate into a metal oxide cathode.  While it is 
possible to spectroscopically probe the coordination 
geometry of ions in the bulk electrolyte solution as 
well as the charge state and structure of ions 
intercalated into an electrode material, to study the 

Fig. 3 Experimental M2,3 absorption edges of several 
transition metal oxides measured using a high 
harmonic source. 
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solvation structure of ions at the electrode–electrolyte 
interface is a difficult experimental challenge.  The 
process of ion solvation and de-solvation that occurs 
as ions transfer between a solid electrode and the 
liquid electrolyte plays a significant role in 
determining the rate of energy storage and release.  
Development of molecular-level models for 
understanding the process of ion adsorption at 
interfaces and how solvation and de-solvation 
dynamics mediate this process will require direct 
observation of bias-induced ion absorption with the 
ability to resolve ion solvation geometry with interface 
specificity.  
 Soft x-ray spectroscopy is extremely sensitive 
to the coordination symmetry of ligands around a metal ion because the ligand-induced d orbital splitting 
determines the fine structure in spectrum.  This is demonstrated in Fig. 4 that shows very different 
simulated absorption spectra for Fe3+ ions in octahedral and tetrahedral ligand fields.  Similar spectra can 
be simulated for many other transition metal ions chelated by a variety of ligands using CTM4XAS 
ligand field multiplet software.  This type of spectral simulation has previously enabled accurate 
interpretation of both ground and excited soft x-ray absorption spectra for metal oxide thin films and can 
be readily extended to interpret the x-ray spectra of metal ions in solution.  Because second order wave 
mixing of an x-ray beam with an optical beam in an x-ray SFG experiment will probe the same core-hole 
resonances as an x-ray absorption experiment, but with interface specificity, soft x-ray SFG will enable 
direct observation of metal ion solvation geometry at solid–liquid interfaces.  
 Because transition metals display well defined resonances within the soft x-ray spectral range 
produced by HHG (see Fig. 3) and d orbital splitting is especially sensitive to changes in ligand 
coordination symmetry (see Fig. 4), the proposed experiments will focus on transition metal ions in polar 
solvents.  Spectra of metal ions adsorbed to the electrode surface will be measured as a function of 
applied bias.  We anticipate that at increasingly negative bias, the measured spectra will show that the 
solvation shell around the metal cations becomes asymmetrically distorted until at sufficiently high bias 
the metal cation is pulled out of the solvation shell and adsorbs directly to the electrode surface.  
Reversing the bias will result in desorption and re-solvation of the ion from the electrode surface.  The 
fine structure of the x-ray spectrum will show the ligand field coordination symmetry as a function of 
bias.  Phase changes in the surface layer corresponding to decreasing coordination number by exclusion 
of solvent molecules between the metal ion and the electrode surface will be resolved.  Observing the 
reversibility of these spectral changes in a cyclic voltammetry experiment will reveal the dynamics of ion 
de-solvation and re-solvation that mediate the kinetics of ion adsorption and desorption, respectively.  
 
4. Publications 
N/A 

Fig. 4 Simulated soft x-ray absorption spectrum 
of Fe2+ in Oh (left) and Td (right) coordination 
shells.  
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FUNDAMENTAL ADVANCES IN RADIATION CHEMISTRY 
Principal Investigators: 

DM Bartels (bartels.5@nd.edu), I Carmichael, I Janik, JA LaVerne, S Ptasińska 
Notre Dame Radiation Laboratory, University of Notre Dame, Notre Dame, IN 46556 

SCOPE 
Research in fundamental advances in radiation chemistry is organized around two themes. First, 
energy deposition and transport seeks to describe how energetic charged particles and photons 
interact with matter to produce tracks of highly reactive transients, whose recombination and escape 
ultimately determine the chemical effect of the impinging radiation. The work described in this part is 
focused on fundamental problems specific to the action of ionizing radiation. Particular projects 
include investigation of neutron radiolysis in high temperature water, experimental and theoretical 
investigation of the VUV spectra of liquids up to supercritical conditions, chemistry of highly excited 
states in spur and track recombination in aromatic hydrocarbon liquids, and investigation of a novel 
radiation source, the atmospheric pressure plasma jet. The second thrust deals with structure, 
properties and reactions of free radicals in condensed phases. Challenges being addressed include 
the experimental and theoretical investigation of solvated electron reaction rates, measurement of 
radical reaction rates in high temperature water, determination of the redox potentials of hyper-
reduced transition metal ions, and investigation of the structure and reactivity of OH radical adducts. 

PROGRESS AND PLANS 
The solvation structure of the hydrated electron has been the subject of debate since its discovery 
in 1962.  For many years a "cavity model" produced by a one-electron pseudopotential in SPC 
water MD simulations has been broadly accepted as a correct representation, but recently it has 
been shown that basic properties such as the temperature dependence of the optical spectrum are  
not reproduced by such models.  In response to the controversy, Jungwirth and coworkers 
performed large scale ab initio molecular dynamics simulations with a DFT water cluster 
embedded in a large classical MD water bath. They find that the local structure has a smaller 
void surrounded by four waters, each with one OH bond oriented toward the center.  In 
collaboration with workers at Oakland University, we have explored the properties of a minimal 
model based on the Jungwirth results, consisting of a small water anion cluster embedded in 
dielectric continuum.  We find that just four water molecules are sufficient to provide a robust 
minimum model at any post-Hartree-Fock level of theory with double-zeta basis set or larger.  
Additional layers of water molecules do not substantially change the result.  In contrast to the 
assumptions of previous pseudopotential models, the electron has substantial spin density "on" 
the water molecules.  The rms "size" or radius of gyration of the electron in this calculation is in 
reasonable agreement with the number derived from the experimental optical spectrum. The 
vertical detachment energy for ejection of the electron is well predicted and the frequency red-
shift of the water OH stretch is in excellent agreement with resonance Raman experiments.  
Using this model with the G4 thermochemistry method reproduces experimental solvation free 
energy with surprising accuracy.  The EPR g-factor shift is in reasonable agreement with 
experiment. Hyperfine couplings for electrons trapped in low temperature aqueous glasses are 
correctly calculated.  On the basis of all this success, we consider the tetrahedral water cluster 
with four inward directed OH bonds to be the dominant structural motif of the hydrated electron.  
The half-century-old controversy is convincingly resolved.  Present efforts are exploring the 
same methodology for electrons in methanol. 
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Hydroxymethyl radicals ●CH2OH are encountered in many situations in nature, and are often 
used to study redox processes in solution. A high-temperature radiolysis study of N2O-saturated 
aqueous methanol (up to 300 oC) has provided new insight into the self-recombination of 
●CH2OH radicals. The self-recombination has been found to follow Arrhenius behavior up to 
300 oC, with 12.7 ± 0.9 kJ mole–1 activation energy. The overall recombination is not quite 
diffusion controlled even at room temperature, implying that both dimerization and 
disproportionation channels have a significant thermal reaction barrier.  Extensive ab initio 
calculations demonstrate with high accuracy that there is no electronic barrier to the dimerization 
in either gas or aqueous phase.  Instead, the barrier is purely entropic (a steric effect) with a very 
loose transition state which we can model very well by Monte Carlo sampling at Hartree-Fock 
level.  The disproportionation channel in the aqueous phase apparently involves specific water 
molecules to lower the transition state barrier relative to the gas phase. 

Oxidation by the hydroxyl (OH) radical is one of the most widely studied reactions because of its 
central role in many chemical processes in both nature and industry.  Although the redox 
potential of OH is very positive, direct electron transfer (ET) is rarely observed. If it happens, it 
mostly proceeds through the formation of an elusive OH adduct intermediate which facilitates 
ET and subsequent formation of hydroxide anion.  Thus the nature of the intermediate bond as 
well as the type of the solute should determine whether inner sphere or outer sphere ET oxidation 
will proceed. Using time-resolved resonance Raman spectroscopy we have structurally 
characterized a variety of OH adducts to neutral sulfur-containing organic compounds, as well as 
halide/pseudohalide anions. The bond between the OH radical and the oxidized molecule differs 
depending on the nature of the molecule. In neutral organic sulfides, formation of an OH 
intermediate dominates the outcome of the oxidation process. The bond of the OH adduct has 
two-center, three-electron character (2c-3e, conveniently denoted ) with the frequency of 
symmetric S O stretch centering around 346 cm–1. From the progression of the stretch 
overtones we could readily estimate bond dissociation energies in the order of ~0.4 - 0.6 eV. 
Oxidation of halide and pseudo-halide anions was also expected to proceed through the 
formation of OH adducts. Yet from extensive studies of OH-induced oxidation of Cl–, Br–, I–, 
SCN– we were only able to detect OH adducts to bromide and thiocyanate anions. Although 
quite elusive and short-lived, these intermediates can be clearly recognized by their characteristic 
2c-3e X O stretching vibrational frequencies at 294 cm–1 and 298 cm–1 detected in resonance 
with their transient absorptions at 360 nm and 390 nm for X = Br and SCN, respectively. From 
the lack of intermediates detected in the chloride and iodide systems, we conclude that their 
oxidations by OH radical do not follow the same mechanism. Based on our preliminary studies, 
we propose that the oxidation mechanism varies in the series from chloride to iodide anion due to 
substantial differences between their respective redox potentials and solvation energies. This 
contradicts the widely accepted general oxidation mechanism of halides via an OH adduct 
intermediate, and makes the OH adduct formation only a special case. 

Our recent characterization of an atmospheric pressure plasma jet (APPJ), a low-dose radiation 
source, indicated a distinctive ring-shape spatial distribution of plasma species. We used optical 
spectroscopy to study the relative emission intensities of various plasma species ignited in 
helium flows with and without oxygen addition. The emission spectra of our plasma system were 
obtained from two regions: one from between the high voltage electrode and the ground 
electrode (core region) and the other at various radial and axial distances from the jet launched 
into the air (jet region). The spectrum obtained in the core region of the APPJ in pure helium was 
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composed of metastable He, He2* dimer, molecular nitrogen N2 second positive system, N2
+ first 

negative system, an atomic hydrogen line Hα, hydroxyl radical OH, and atomic oxygen O. 
Interestingly, with the addition of oxygen (0.5%), the intensities from almost all emission lines 
except O were diminished. The spectra in the jet region of the APPJ were significantly different 
from those measured in the core region. In the jet region with pure helium the spectrum was 
dominated by metastable He, N2, N2

+, OH, and O. Compared to the core region, the intensity of 
OH radicals was low in the jet region in pure helium. We observed the effect of air diffusion on 
the spatial distribution of OH radicals and O atoms along a radial distance from the APPJ, 
indicating that air diffusion is instrumental in the recombination loss mechanism of both OH 
radicals and atomic O, especially away from the jet region. Similar to the core region, the 
intensity of all emission lines except those from O in the jet region decreased with oxygen 
addition. A ring-shaped profile of reactive plasma species was observed in our study because of 
high density of helium near the jet axis. In the case of the plasma with oxygen addition, the ring 
shape was deformed and showed more uniform distribution of reactive plasma species. This 
experimental work will be complemented by a numerical model, which will provide a qualitative 
description of certain phenomena observed in the experiment. The model will consist of two 
parts; background gas dynamics describing the gas flow, and mixing of the helium and oxygen 
inside and outside the quartz tube. The numerical model will be implemented in a COMSOL 
Multiphysics simulation package with the help of the Computational Fluid Dynamics and 
Chemistry modules. The simulation will provide a more accurate description of the spatial 
distribution of reactive species formed, and presumably explain the ring-shaped profiles of the 
plasma species. 

Polymethyldisiloxanes have a wide variety of applications in the nuclear industry ranging from 
sealants to long-term containment media, but most of the radiation chemistry studies on these 
compounds have focused on their polymerization and not overall decomposition and gas 
production. Gamma radiolysis was performed on polymethyldisiloxanes of different molecular 
weights from 237 to 14000 Da along with hexamethyldisiloxane in order to determine the effects 
due to viscosity and end groups. Methane was the major gaseous product with a yield of about 
2.5 molecules/100 eV that slightly decreased with increasing molecular weight. Molecular 
hydrogen has a yield of about half that and it also decreases with increasing molecular weight. 
Substitution of a phenyl group for the methyl groups in polyphenydisiloxane resulted in a 
dramatic decrease in all gaseous yields showing the relative stability that occurs with aromatic 
compounds under certain radiation types. Infrared spectroscopy was inconclusive, but thermal 
gravimetric analysis definitely demonstrated an increase in crosslinking with increasing 
molecular weight. These data can now be used to clarify radiolysis mechanisms for this 
industrially important class of compounds. 

Room temperature EPR spectra of reactive radical anions from octafluorotoluene, decafluoro-
p-xylene and their partially fluorinated analogues have been obtained with a new, improved 
version of an Optically Detected Electron Paramagnetic Resonance (ODEPR) spectrometer 
constructed at the NDRL. The ODEPR signal-to-noise ratio has been greatly enhanced, 
allowing us to obtain liquid-phase EPR spectra of these previously unavailable radical ions. 
Octafluorotoluene and decafluoro-p-xylene are the simplest representatives of substituted 
aromatic perfluorocarbons whose radical anions are important reaction intermediates with 
unusual electronic and spatial structures that have largely eluded characterization. The 
isotropic spectra we obtained are characterized by the following parameters: 
aF(ortho) = 58 G, aF(meta) = 98 G, aF(para) = 182 G, aF(CF3) = 15 G, g = 2.0050 for the 
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octafluorotoluene radical anion; aF(ring) = 31.5 G, aF(CF3) = 24.4 G, g = 2.0032 for the 
decafluoro-p-xylene radical anion. Extensive quantum chemical calculations have been 
performed in order to support our interpretation of the experimental spectra in these and other 
partially-fluorinated analogs. While the computed hyperfine splittings, averaged over 
vibrational motion, are well matched to observation, calculated g-factors proved to be in less 
satisfactory accord. The accompanying energetics suggest that reductive defluorination 
pathways are strongly influenced by the electron affinities of neutral radical intermediates.  
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Soft X-ray Spectroscopy and Microscopy of Interfaces Under in situ Conditions 
Hendrik Bluhm, Mary K. Gilles, David K. Shuh, Musahid Ahmed 

MS 6R-2100, 1 Cyclotron Rd, Berkeley, CA-94720 
HBluhm@lbl.gov, MKGilles@lbl.gov, DKShuh@lbl.gov, MAhmed@lbl.gov

Program Scope 
This scientific program focuses on the molecular-level investigations of interfaces under operating 
conditions. This is essential for developing fundamental understanding of heterogeneous reactions at 
solid/vapor, solid/liquid, and liquid vapor interfaces. The high surface sensitivity of ambient pressure X-
ray photoelectron spectroscopy (APXPS) (Hendrik Bluhm) combined with tailored in situ cells, allows 
the correlation of the surface chemistry of a solid or liquid with other reaction parameters (e.g., yield, 
conversion) for a wide variety of pressing problems, such as ion segregation at liquid surfaces, the 
heterogeneous chemistry of fuel cell electrodes, and ultrafast charge transfer across interfaces. The 
scanning transmission X-ray microscope (STXM) (Mary Gilles) provides spatially-resolved molecular 
information on materials important for energy sciences and complements the APXPS investigations by 
expanding the probe depth and pressure range. The unique capabilities at beamline 11.0.2 enable cutting-
edge research on in operando interfacial chemistry across a wide range of areas of research, from 
alternative energy devices to aerosol chemistry. The PI’s collaborate with scientists from Sandia National 
Laboratory (X-ray absorption flame measurements), Pacific Northwest National Laboratory (fundamental
atmospheric chemistry) and Berkeley Laboratory (chemical catalysis, X-ray spectroscopy of liquids and 
electrolytes, photosynthetic systems, and time-resolved X-ray spectroscopy).  

Progress Report 

Development of SWAPPS. Hendrik Bluhm.  
Over the past year we have made important progress in the development of standing wave ambient 
pressure photoelectron spectroscopy (SWAPPS). SWAPPS is a new technique for investigating
heterogeneous interfacial processes at liquid/solid interfaces under in operando conditions and with 
chemical and spatial sensitivity on the molecular scale. A complete investigation of heterogeneous 
processes at liquid/solid interfaces requires measuring the chemical composition of four distinct regions: 
(1) The bulk liquid, (2) the electrical double layer at the interface, (3) the solid interface in contact with 
the liquid, and (4) the sub-surface region of the solid. A major obstacle is enhancing the signal from the 
narrow interfacial region (2, 3) over that originating from the bulk of the liquid layer and solid substrate 
(1, 4). SWAPPS addresses this challenge and provides detailed chemical information about all four 
components of the system, as well as the spatial arrangement of chemical species (bulk and interface 
constituents) along the direction perpendicular to the interface, by tailoring the exciting X-ray wave field 
into a standing wave that is scanned through the interface of interest and thus provides much increased 
depth-resolution in XPS experiments. The proof-of-principle experiments focused on mixed NaOH and 
CsOH thin films on the surface of a thin film of Fe2O3 grown on a Si/Mo multilayer. Rocking curves for 
all elements in the system (including 
carbon) showed that Na is 
preferentially adsorbed at the 
solution/hematite interface, while Cs 
is excluded from the interface. Two 
carbon species were observed as 
well, one with a binding energy 
compatible with carboxylic acid or 
carbonate groups which is 
distributed throughout the solution, 
and aliphatic carbon which resides 
exclusively at the solution/vapor 

 
Schematic representation of the chemical distribution across a thin 
(Cs,Na)OH/hematite interface, as determined by SWAPPS. (Nemšák 
et al., Nat. Comm. 2014, 5, 5441. 
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interface as expected from its hydrophobic nature. These results indicate that the fully-developed 
SWAPPS method will be an invaluable tool for the investigation of liquid/vapor interfaces. 

Ambient Pressure Photoemission Spectroscopy of Hybrid Nanoporous Films: Interactions of NH3 in 
the Presence of H2O. Mary K. Gilles. Hybrid materials such as metal organic frameworks (MOFs) are 
attractive in areas related to gas separation and storage and catalysis. However, exposure to water vapor 
leads to degradation of some MOFS, limiting their applications. Changes in bonding and competition for 
binding sites between adsorbate molecules (NH3) and water were examined in Cu3(btc)2 (btc=1,3,5- 
benzenetricarboxylate) thin films using APXPS. Spectra were measured on N 1s, O 1s, and Cu 2p as 
functions of NH3 and H2O vapor pressures, and on the order in which exposure occurred. Ammonia 
physisorbs at the Cu2+ sites and as the loading is increased, the N 1s peak at 400.6 eV shifts by -0.3 eV. 
This decrease in binding energy indicates a weakening of the ammonia-Cu2+ interaction that has been 
attributed to ammonia-ammonia interactions. Upon introduction of H2O vapor, ~6% of the NH3 is 
displaced by water. The dominant N 1s peak (now shifted to 400.3 eV) develops a shoulder with an increase 
in binding energy (401.8 eV) due to hydrogen bonding between the adsorbed ammonia and the added 
water. Instead, if the film is first exposed to water, subsequent addition of ammonia about 80% of the 
water is displaced (NH3 binding energy to Cu2+ is ~2x higher than that of H2O). As evidenced by the O 1s 
spectra, due to hydrogen bonding with the NH3 connected to Cu2+

, the remaining water is shifted to a 
higher binding energy.  
Whether water is absorbed first and then mostly replaced by ammonia, or ammonia is absorbed first and a 
fraction is replaced by water, the spectra indicate that hydrogen bonding between the H2O and the NH3 
(now bound to the Cu) further polarizes the ammonia, and enhances electron donation from nitrogen to 
Cu2+. Hence, the increase in the Cu1+ peak observed in APXPS (reduction of Cu2+) results from the 
presence of both H2O and NH3. 

Proxies for Sea Salt Aerosol Aging. Mary Gilles. Sea salt aerosols (primarily NaCl), produced by wave 
action, react with strong atmospheric acids (HA), such as nitric and sulfuric acids that condense onto 
particles during transport. The reaction: NaCl (aq) + HA (aq, g) ↔ NaA (aq) + HCl (aq, g), releases HCl 
(g) into the atmosphere and the remaining particles are depleted in Cl. STXM/NEXAFS was used to 
probe the chemistry of NaCl cores coated with weak organic acids (i.e., tartaric, maleic, acetic acids) as a 
function of hydration/dehydration cycling. These weak organic acids serve as surrogates for complex 
organic mixtures (secondary organic aerosols) that condense during transport. Because the acid 
dissociation constants for these acids are 5-10 orders of magnitude smaller than nitric or sulfuric acid it 
was anticipated they would not undergo similar chemistry. Hydration/dehydration cycles simulated the 
variable atmospheric conditions aerosols would experience during transport. Under these cycles, the 
relative solubility of each component in the gas versus aqueous phase becomes more important than the 
relative acid strength. Ultimately, the loss of the highly volatile HCl product during dehydration drives 
the acid displacement of weak acids and the reactions of weak acids are greatly enhanced by 
hydration/dehydration cycles.  

Proposed Work  

In operando Spectroscopy of the Heterogeneous Chemistry at Liquid/Solid Interfaces. Hendrik Bluhm. 
We will continue the investigations of liquid/solid interfaces, focusing on the interface of aqueous 
solutions with iron oxides, which are important both for photo-catalysis and geochemistry. We will 
investigate the interface of hematite (Fe2O3) with KOH solutions in photo-catalytic reactions as a function 
of applied potential and solar illumination. The correlation between the chemical composition of the 
interface and changes in band bending as a function of electrochemical conditions is of specific interest.  

Chemical Reactions at Aqueous Solution/Vapor Interfaces. Hendrik Bluhm. The properties of 
liquid/vapor interfaces strongly influence the abundance and reactivity of trace gas molecules that are 
important for many heterogeneous processes in atmospheric and environmental chemistry. To date, little 
is known about the concentration of solution phase species at the liquid/vapor interface, which can 
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significantly differ from the bulk solution concentration and is an important quantity in the modeling of 
heterogeneous reactions at liquid/vapor interfaces.  

These open questions will be addressed by developing new methods to study the surface and subsurface 
chemistry of liquid/vapor interfaces with the same level of detail and control as in the case for solid/vapor 
interfaces. At the heart of the experiments is the correlation between bulk chemical composition, surface 
chemical composition, and gas phase composition under reaction conditions, where some of the reaction 
parameters are: time, bulk liquid composition at the beginning of the experiment, gas phase composition, 
UV irradiation, and liquid temperature. The basic concept is to use APXPS and partial electron yield 
(PEY) NEXAFS for surface measurements, and X-ray emission spectroscopy (XES) as well as 
fluorescence yield (FY) NEXAFS to investigate the bulk composition. Using droplet trains reactions can 
be studied on the microsecond time scale, while for slower reactions static droplets will be investigated, 
either deposited on an unreactive substrate or suspended in an optical or acoustic trap. One of the first 
experiments will address the uptake of SO2 by water as a function of pH, an important problem in 
environmental science.  

Water Vapor Uptake Effects on Bonding, Viscosity and Phase. Mary K. Gilles. The proposed work 
focuses on understanding how bonding and viscosity change as water is absorbed onto an interface 
(APXPS in collaboration with H. Bluhm), the permeation of water through the interface (APXPS), and 
the transport into the bulk (APXPS, STXM, and Quartz Crystal Microbalance with Dissipation 
monitoring-QCM-D). Tautomers are isomers formed by the transfer of a α-hydrogen and movement of a 
double bond. For aldehydes and ketones, the keto form typically dominates. Hydrogen bonding can lower 
the tautomerization barrier and influence reactivity and water vapor uptake; enhanced enol formation has 
been observed with increasing relative humidity. Experiments can provide fundamental insight into the 
role of hydrogen bonding in tautomeric systems and the energetics of water bonding with each tautomer 
and subsequent addition of water are ideal for theoretical studies. In amorphous systems, after monolayer 
absorption, multilayers add and water molecules embed between molecules (plasticization) increasing the 
distance between molecules and decreasing the viscosity and glass transition temperature. Changes in 
bonding, viscosity and subsequent water uptake will be examined in chemical systems where a shift in 
equilibrium bonding configuration occurs where plasticization can affect viscosity. Changes in viscosity 
will be probed by examining dissipation in a QCM that will be incorporated into the APXPS.  

Metal Ion Coordination Complexes and Clusters: Developing and Exploring the Continuum from Gas-
Phase to Bulk Solution Chemistry. David K. Shuh. The fundamental chemistry of metal ions in solution 
is central to technological, environmental, and biological processes. Efforts to understand solution 
properties of metal ions suffer from complexities introduced by inner-sphere solvation and coordination, 
and interactions with outer-sphere molecules and ions. An effective approach for probing interactions in 
metal ion complexes is soft X-ray absorption spectroscopy (XAS) at core levels of light atoms (C, N, O) 
in coordinating ligands and metal ions. The objective is to explore metal ion coordination chemistry from 
solution and gas-phase perspectives, using solution XAS and gas-phase VUV/soft X-ray spectroscopies to 
understand metal ion chemistry in solutions. This will be accomplished by studying bonding in systems 
that span a range of complexity from gas-phase systems that can be modeled, to bulk solutions where a 
multitude of interactions with solvent molecules, coordinating ligands, and counter-ions need to be 
considered. Bridging dimensionality from gas-phase to bulk solution, the research will provide new 
insights into solution chemistry of metal ions based on a bottom-up approach that incrementally 
introduces complexity, ultimately describing metal ions in realistic solutions. This research will 
incorporate an essential collaborative theoretical component with D. Prendergast (LBNL). Experimental 
efforts will be coordinated with those of Saykally. 
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Surface Chemical Dynamics 

N. Camillone III and M. G. White 
Brookhaven National Laboratory, Chemistry Department, Building 555, Upton, NY  11973 

(nicholas@bnl.gov, mgwhite@bnl.gov) 

1. Program Scope 

This program focuses on fundamental investigations of the dynamics, energetics and morphology-
dependence of thermal and photoinduced reactions on planar and nanostructured surfaces that play key 
roles in energy-related catalysis and photocatalysis. Laser pump-probe methods are used to investigate the 
dynamics of interfacial charge and energy transfer that lead to adsorbate reaction on metal and metal 
oxide surfaces. State- and energy-resolved measurements of the gas-phase products are used to infer the 
dynamics of product formation and desorption. Time-resolved correlation techniques follow surface 
reactions in real time and are used to infer the dynamics of adsorbate–substrate energy transfer. 
Measurement of the interfacial electronic structure is used to investigate the impact of adsorbate-surface 
and cluster-support interactions on the activity of thermal and photoinduced reactions. Capabilities to 
synthesize and investigate the surface chemical dynamics of arrays of supported metal nanoparticles 
(NPs) on oxide surfaces include the deposition of size-selected gas-phase clusters as well as solution-
phase synthesis and deposition of narrow-size-distribution nanometer-scale particles. 

2. Recent Progress 

Ultrafast Surface Chemical Dynamics. Our ultimate goal is to follow surface chemical processes in real 
time. Toward this end we investigate the dynamics of substrate–adsorbate energy transfer by injecting 
energy with ~100-fs near-IR laser pulses to initiate surface reactions by substrate-mediated processes 
such as desorption induced by multiple electronic transitions and electronic friction. Time-resolved 
monitoring is achieved by a two-pulse correlation (2PC) method wherein the surface is excited by a 
“pump” pulse and a time-delayed “probe,” and the delay-dependence of the product yield reports on the 
energy transfer rate. 

One of our primary interests is to understand how the molecule–surface energy transfer that drives surface 
chemistry depends on the geometry of the surface adsorption site and the nature of the coadsorbed 
species. Whereas it has been long appreciated that adsorption-site geometry and energetics govern surface 
chemical processes such as diffusion, desorption and reaction, very little is known about the adsorption-
site dependence of the efficiency of molecule–surface energy transfer. 

To probe the site-dependence of energy transfer, we have recently investigated in detail the coverage 
dependence of the desorption dynamics of CO from Pd(111). This system is well-suited to such studies 
because with increasing coverage the CO site occupancy switches from three-fold-hollow only to bridge-
site only, to top-site plus three-fold-hollow site. Thus, we can effectively dial in an adsorption site by 
controlling the surface coverage, and conduct time-resolved experiments to probe the energy transfer. 

In laying the groundwork for these experiments, we reexamined the coverage-dependent evolution of the 
structure of CO/Pd(111), making careful correlations between features in thermal desorption and electron 
diffraction measurements. This led us to develop a new but simple recipe for growing adlayers of all 
coverages, including the (2×2) saturated phase. Along the way we discovered a new c(16×2) structure 
which we propose is comprised of stripes of the saturated (2×2) structure separated by light domain 
boundaries. The data also allowed us to estimate the coverage-dependent desorption activation energy, 
which spans a broad range from ~ 0.5 eV at saturation to ~1.5 eV in the zero-coverage limit. 

We find a remarkable increase in the photodesorption probability with increasing coverage (Fig. 1), 
indicating a ~ 60-fold enhancement for molecules adsorbed at top sites compared to those at three-fold 
hollow sites. Simulations of the coverage-dependent photoyields using a two-temperature model suggest 
that the energy transfer rate varies with binding site as follows: three-fold hollow > bridge > atop. This 
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FIG. 1. Photoinduced desorption probabilities for 
CO from Pd(111) as a function of coverage show 
a dramatic increase as the top site is populated. 

FIG. 2. Two-pulse correlation measurements of 
CO desorption from Pd(111) with adsorption at  
three-fold hollow sites only, bridge sites only, and 
top + three-fold-hollow sites (top to bottom). 

trend manifests itself as an attenuation of the desorption 
probability of the more loosely-bound atop molecules 
compared to what would be expected based on the 
coverage-dependent activation energies alone. The 2PC 
measurements (Fig. 2) remain to be fully interpreted, but 
suggest a more complicated story: the measured decay 
times for the top site do not appear to follow the expected 
monotonic trend of weaker coupling with weaker binding. 
We are currently pursuing possible explanations including 
an adsorption-site dependence of the preexponential factor. 

We have also found that substituting one CO per (2×2) unit 
cell with an oxygen atom enhances the CO desorption 
probability by ~ 3-fold. Our 2PC measurements indicate 
that the coupling to top-site CO with O-atom neighbors is 
~ 2 times faster than to top-site CO with only CO 
neighbors. We are working to simulate this behavior within 
the two-temperature model framework, and performing 
density functional theory (DFT) cluster calculations of 
ground and excited electronic states of this system (in 
collaboration with A. Bhattacharya at the Indian Institute of 
Science in Bangalore) to understand the coupling. 

In parallel we are investigating the ultrafast dynamics of 
desorption (O, O2, CO) and reaction (O + CO  CO2) on 
TiO2(110)-supported Pd nanoparticles (NPs). These 
systems provide both the opportunity to explore the size-
dependence of the dynamics and serve as more realistic 
model catalysts for our time-resolved studies. Our initial 
work has revealed some distinguishing behaviors in the NP 
thermal and photoinduced chemistry. Most notably, we find 
that edge/defect sites and limited terrace sizes play 
important roles in the thermal reaction kinetics, that the 
cross sections for photoinduced desorption are orders of 
magnitude larger on the NPs than on the single crystal 
surfaces, and that the timescales for energy flow are 
generally longer on the NPs compared to the single crystal, 
suggesting that the excitation is confined to the NP, as 
compared to the single crystal. We are currently installing a 
new oxygen plasma source and XPS system on our UHV system so that we can prepare and characterize 
clean PdN/TiO2(110) systems and investigate their thermal and photoinduced chemistry in situ. 

Pump-Probe Studies of Photodesorption and Photooxidation on TiO2(110) Surfaces. Recent work has 
focused on understanding the underlying electronic properties that control the UV photooxidation 
efficiency of organic molecules on TiO2(110) surfaces. Specifically, work by Henderson and coworkers at 
PNNL has shown that the co-adsorption of oxygen with simple ketones on a reduced TiO2(110) surface 
greatly enhances the photoyield of radical photoproducts relative to that of the ketone alone. Co-
adsorption of oxygen and the ketone also leads to formation of a thermally activated oxygen-ketone 
complex (e.g., ketone diolate) which is apparently responsible for the observed increase in photoactivity. 
The reason for this enhanced activity, however, is not clearly understood. To address this issue, we have 
performed methyl photoyield measurements for a number of ketone molecules (acetaldehyde, acetone, 2-
butanone, 2-propanone, acetophenone and trifluoroacetone) with and without co-adsorbed oxygen, to 
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obtain photoactivity enhancements 
ratios. We relate the latter to changes 
in the partial density-of-states 
(PDOS) at the valence band 
maximum (VBM) of TiO2(110) for 
the 1-bonded ketone and the 2-
bonded ketone-diolate assuming that 
the photoreaction is induced by 
resonant electron transfer with 
thermalized holes at the VBM. The 
PDOS were obtained from electronic 
structure calculations using a titania 
cluster model which correctly 
describes the band edge positions of 
bulk titania. The calculations show 
that the overlap of the molecule-
derived   PDOS with the VBM 
generally increases significantly for the 2-ketone-diolate compared to the 1-ketone (see Fig. 3). 
Moreover, the change in PDOS is correlated with the experimental enhancement factors, with 
trifluoroacetone having the highest, and butanone and pentanone exhibiting the smallest. The results show 
that for electronically similar systems, the overlap of the PDOS at the VBM is an important factor for 
controlling the relative efficiency of hole-mediated photoreactions on TiO2.  

Interfacial Electronic Structure of Supported Clusters. Metal-support interactions can strongly influence 
catalytic activity through electronic interactions which induce structural changes or the creation of new 
active sites at the particle-support interface. For example, the catalytic activity of noble metals on 
reducible oxides for (e.g., TiO2, CeO2) has been attributed to charge transfer interactions that modify the 
charge state of the metal and stabilize oxygen vacancies on the oxide. In this work, we have explored the 
role of the metal oxide structure and state of reduction on interfacial charge transfer for a number of small 
metal oxide nanoclusters (MOx; M = Mo, W, Ti, Nb) on Cu(111) and Cu2O/Cu(111) surfaces using mass-
selected cluster deposition and DFT calculations. A major advantage of mass-selected deposition is the 
ability to control the stoichiometry of the clusters, i.e., metal-to-oxygen ratio, thereby allowing studies of 
“reduced” clusters without post annealing treatment of the surface. Two-photon photoemission (2PPE) 
measurements of coverage-dependent work function shifts are used to derive surface dipole moments 
which are sensitive to cluster size, structure and 
stoichiometry (see Fig. 4).  For deposition on Cu(111), 
the surface dipoles and charge transfer were found to be 
largest for stoichiometric Mo and W oxide clusters, 
e.g., Mo3O9 and W3O9, and smallest for sub-
stoichiometric (reduced) clusters of Ti and Nb, e.g., 
Ti3O5 and Nb4O7. The surface dipoles generally 
correlate with DFT-calculated Bader charge transfer, 
except in cases where the adsorbed cluster structure has 
a large intrinsic dipole moment. The measured surface 
dipoles for clusters deposited on the Cu2O/Cu(111) thin 
film are generally much larger than on Cu(111) which 
is attributed to surface polarization associated with 
deformation of the oxide film resulting from cluster 
binding. Overall, these experiments demonstrate that 
coverage dependent work function shifts can be 
successfully employed to probe charge transfer at 

FIG. 4. Measured work function shifts for Nb and Ti 
oxide clusters deposited on a Cu(111) surface as 
measured by 2PPE. The shifts are positive indicating 
a surface dipole pointing away from the surface and 
consistent with Cu cluster charge transfer.

FIG. 3. Left: Methyl fragment photoyield versus UV exposure for acetone 
on TiO2(110) with and without co-adsorbed oxygen. Right: Calculated 
partial density-of-states for acetone and acetone-diolate on TiO2(110). Zero 
energy corresponds to VBM of TiO2(110). 
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cluster-support interfaces which can be combined with other techniques, such as XPS core level shifts, 
and theoretical calculations to better understand electronic contributions to catalytic activity.  

3. Future Plans 

Our planned work develops three interlinked themes: (i) the chemistry of supported NPs and nanoclusters 
(NCs), (ii) the exploration of chemical dynamics on ultrafast timescales, and (iii) the photoinduced 
chemistry of molecular adsorbates. The investigations are motivated by the fundamental need to connect 
chemical reactivity to chemical dynamics in systems of relevance to catalytic processes—in particular 
metal and metal-compound NPs and NCs supported on oxide substrates. They are also motivated by 
fundamental questions of physical changes in the electronic and phonon structure of NPs and their 
coupling to adsorbates and to the nonmetallic support that may alter dynamics associated with energy 
flow and reactive processes. 

Future work on ultrafast photoinduced reactions will involve modeling of the energy transfer rates to 
elucidate the adsorption-site- and NP-size-dependent dynamics we have observed. In addition, further 
experiments on progressively smaller nanoparticles (towards sub-nm) will be pursued to further explore 
fundamental changes in surface reaction kinetics and dynamics as the size of the metal substrate material 
is reduced from macroscopic (planar bulk surfaces) to the nanoscale. Future work in surface 
photochemistry using pump-probe techniques will continue to explore mechanistic aspects of 
semiconductor photoreactions, including time-resolved studies using a new tunable, ultrafast laser system. 
New studies in size-selected clusters will focus on mixed metal oxides for which oxide nanoclusters are 
deposited onto single crystal (e.g., TiO2(110)) and thin film metal oxide (e.g., Cu2O, MgO) supports to 
explore cluster-support electronic interactions that can provide a basis for understanding and “tuning” 
their reactivity. 

DOE-Sponsored Research Publications (2013–2015) 
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M. Xue, W. An, P. Liu, and M. G. White, J. Phys. Chem. C 119, 14756-14768 (2015). 

Characterization of One-Dimensional Molecular Chains of 4,4'-Biphenyl Diisocyanide on Au(111) by 
Scanning Tunneling Microscopy, J. Zhou, Y. Li, P. Zahl, P. Sutter, D. J. Stacchiola and M. G. White, 
J. Chem. Phys. 142, 101901 (2015). 
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Exceptionally rapid solute radical cation formation following pulse radiolysis 

Principal Investigators: Andrew R. Cook and John R. Miller 
Department of Chemistry, Brookhaven National Laboratory, Upton, NY, 11973 USA 

acook@bnl.gov, jrmiller@bnl.gov 
 
Program Scope: 

This program applies both photoexcitation and ionization by short pulses of fast electrons 
to investigate fundamental chemical problems relevant to the production and efficient use of 
energy and thus obtain unique insights not attainable with other techniques. These studies may 
play an important role in the development of safer, more effective, and environmentally beneficial 
processes for the chemical conversion of solar energy. Picosecond pulse radiolysis at the Laser 
Electron Accelerator Facility (LEAF) is employed to generate and study reactive chemical 
intermediates or other non-equilibrium states of matter in ways that are complementary to 
photolysis and electrochemistry and often uniquely accessible by radiolysis. This program also 
develops new tools for such investigations, applies them to chemical questions, and makes them 
available to the research community. Advanced experimental capabilities, such as Optical Fiber 
Single-Shot detection system (OFSS), allow us to work on fascinating systems with 5-10 ps time-
resolution that were previously prohibitive for technical reasons. 
 
Recent Progress: 

The radiation chemistry of non-aqueous media is much less understood than that of water, 
but is an enabling science that makes important contributions to many areas of research in our 
group.  Non-aqueous solvents are often better solvents for dissolving molecules. Low polarity 
organic solvents allow minimization of energy losses due to electrostatic environment relaxation, 
which is particularly important for our investigations of charge transport in molecules relevant to 
OPV, such as conjugated polymers. An emphasis in this poster is placed on solvents where solute 
radical cations can be made following radiolysis.  Important questions include which species can 
be oxidized in different solvents, and what are the rates and yields? 

  
“Step” hole capture in chloroform  Contrary to the expectation that solutes are oxidized 
following pulse radiolysis at normal diffusion controlled rates (~1010 M-1s-1), in previous work we 
found unknown and unexpectedly rapid capture of holes in chloroform, observed in OFSS 
experiments as “Step” increases in absorption within the experimental time resolution of 10~15 
ps.1 While electrons in some molecular liquids have 
mobilities as large as 100 cm2/Vs, this is not true for holes, 
so it is natural to assume that very fast “step” capture might 
be exclusive to electrons, which are initially mobile and 
delocalized after production by ionization and prior to 
solvation.  In contrast, a commonly held expectation is that 
capture of holes is slow, determined by diffusion of solvent 
molecular cations.  In a solvent like chloroform, with a short-
lived radical cation (most live only 1-2 ns), one might expect 
little oxidation by this initial species, limiting our ability to 
examine fast chemistry of solute radical cations.  
Experiments found instead very large yields at 15 ps of holes 
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on both polyfluorene (pF) and 4-cyano-4''-n-pentyl-p-terphenyl (CPT), shown in the figure below 
as a function of the concentration of solute benzene rings.  While pF might be oxidized by other 
radicals formed from fragmentation of the initial solvent radical cation, CPT has a high enough 
ionization potential to only be oxidized by the initial solvent radical cation.  At > 400 mM CPT, 
the G of ~1.7/100 eV absorbed represents capture of nearly all solvent radical cations, a yield that 
furthermore rivals “Step” capture of electrons in THF we reported in 2011.   

This novel fast hole capture may have a large impact on the radiation chemistry of solutes, 
and provides a new method for studies of solute cations with excellent time resolution. It 
furthermore is important to understand as it can lead to unexpected chemistry on very fast 
timescales. The mechanism of capture is not known; it is tempting to draw parallels to that for pre-
solvated electrons.  Pre-solvated hole capture thus may involve extended hole wavefunctions and 
possibly coherent hole wavefunction propagation. The fits in the figure use an exponential model 
analogous to that for pre-solvated electrons: f = exp(-q*[S]), where f is the fraction of holes that 
survive capture and q is a quenching coefficient.  Values of q are 2.5 M-1/ring for CPT and 4.4 
M-1/ring for pF; these compare favorably to q=3.3 M-1/ring found for capture of pre-solvated 
electrons by the pF. The exponential model considers the capture volume in solution, giving a very 
large distance for 15ps hole capture of 1.5 and 2.3 nm for CPT and pF.  These are much larger 
than typically found for contact distances of reaction, 0.3-0.6 nm.  Note that at the highest 
concentrations of CPT, ~30% of the radical cations are formed by direct ionization of the solute; 
this mechanism is linear in solute concentration, and is most important at the highest solute 
concentrations. 

 
How general is “Step hole capture ? An important question is whether this phenomena is 
unique to chloroform, and if not, to what extent does it occur in other media?  Current efforts are 
aimed at answering these questions, and determining if it can shed light on the mechanism of 
“Step” hole capture.  Initial measures on nanosecond timescales are finding significant amounts of 
rapidly produced solute radical cations.  Two examples are shown below. 

The figure on the left shows production of anions and cations of a 20 unit long polyfluorene (pF) 
in argon saturated isooctane.  Addition of oxygen removes pF anions to reveal production of 
cations by diffusion; extrapolation back to time = 0 shows that at least ~1/4 of the ions present at 
< 1ns are cations.  Due to the high mobility of electrons in isooctane, geminate recombination is 
far faster than the time resolution of the experiment, so this represents a lower limit for “Step” 
cation production; OFSS experiments will later make direct measures at 5-10 ps.  The figure above 
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on the right shows radical ion production in THF, with a large concentration of an electron and 
anion scavenger to reveal Terphenyl radical cations.  While the fraction of cations is small, 9.3% 
of the number of anions, it is actually an astonishing result.  THF was shown by Martini, et. al to 
have a very short radical cation lifetime., 0.5 ps, due to fragmentation to produce a neutral radical 
and a solvated proton.  Because of this, oxidation by solvent radical cations was not previously 
known or expected in THF. Solute cation production by diffusion is too slow to effectively 
compete with the 0.5 ps fragmentation. It is likely that “Step” capture is the source of many of the 
cations above; at this concentration of solute, direct ionization can account for ~1/3 of those 
observed.  Note that like isooctane, the actual number of solute cations produced may be  
larger due to recombination. A comparison of yields (per 100eV absorbed) of solute cations 
produced at 0.1-0.4 M solute is given below; the hole lifetime and yield for water were taken from 

reports from Bradforth’s and Mostafavi’s groups.  
These data suggest a surprising conclusion: “Step” 
hole capture is not an exceedingly rapid process, but 
rather may occur on a few picosecond timescale.   
 

 
NIR OFSS experiment development As noted earlier, the Optical Fiber Single-Shot 
(OFSS) detection system is a unique tool we developed at BNL for making fast kinetics 
measurements following pulse radiolysis.  This powerful technique provides complete kinetic 
traces with a time window of ~5ns in a single electron shot, with time resolution of 5-10ps, limited 
only by the electron pulse width at LEAF.  Because it acquires kinetics data in single shots, it is 
critical to many projects in our group that use samples available in only very small quantities, such 
as conjugated polymers, as well as those difficult to flow, such as ionic liquids, and solids.  The 
classical delay-line based electron pulse – laser probe technique in such cases is impractical due 
to accumulated sample degradation.  OFSS uses a bundle of optical fibers all cut at different 
lengths acting as independent and fixed delay lines, the output of which is imaged in the sample 
and subsequently on signal and reference CCD cameras to read the intensity at each time.  CCD 
cameras limit the useful wavelength range to ~450-950nm. 

To enable new work in charge and exciton 
transport in molecular wires, excess electron 
solvation in ionic liquids, and other projects, it is 
necessary to extend the available wavelength range 
of the experiment.  This is currently being developed 
using InGaAs cameras and custom made NIR 
achromats, providing the ability to probe kinetics 
from 950-1650 nm.  While implementation is not yet 
complete, proof of concept experiments have been 
accomplished.  The figure to the right shows data 
collected at 1350 nm in neat DMF, showing rapid 
geminate recombination of solvated electrons, using 
an average of only 4 electron shots, rather than the 
many thousands that would have been required using 
the classic delay-line pulse-probe experiment.  
 
  

 Solvent Hole lifetime G(Step) 
H2O < 0.04 ps 0 
THF 0.5 ps ~0.2 
CDCl3 1000-2000 ps 1.7 
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Future Plans: 
“Step” Cations Experiments using OFSS will determine yields of solute radical 

cations produced in 5-10 ps in many media, spanning alkanes, ethers, nitriles, and possibly 
alcohols.  Work will utilize small molecules and conjugated polymers in such media and mixtures, 
seeking  trends to shed light on the mechanism.  Measurements in fragmenting solvents will seek 
correlation between “Step” cation production and initial solvent hole lifetime, a proxy for which 
will be the computed free energy of fragmentation. A consequence of “Step” capture of holes in 
certain cases appears to be large amounts of solute excited states produced by rapid recombination.  
This will be further explored.  

A related question is solute cation production in alkanes, where fragmentation has been 
reported to be as fast as 5-10 ns in solvents such as hexane and isooctane, but our measures show 
solute radical cation production on longer timescales.  Work will explore both “Step” capture of 
cations in alkanes at 5-10 ps, and seek to determine IP range of solutes that can be oxidized and 
determine if oxidation is due to the parent radical cation or to a fragment.  This approach will be 
utilized in other solvents as well. 

Efforts will be made to observe electrons and holes attached to conjugated polymers in 
solids – first in dilute matricies and also in neat films.  “Step” capture may provide a unique 
opportunity to make rapid measures of kinetics in these cases. 

NIR OFSS Implementation of this new technique will be completed, requiring methods 
to rapidly switch optics between visible and NIR optics.  Signal/noise is expected to be increased 
significantly.  This system will then be applied to studies “Step” cations, of charge and exciton 
transport in conjugated polymers, and excess charge dynamics in ionic liquids (with J. Wishart). 
 
Publications of DOE sponsored research that have appeared in the last 2 years: 
1. Cook, A. R.; Bird, M. J.; Asaoka, S.; Miller, J. R. "Rapid "Step Capture" of Holes in 

Chloroform During Pulse Radiolysis" J. Phys. Chem. A 2013, 117, 7712-7720. 
doi:10.1021/jp405349u  
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5. Miller, J. R. "Electron Transfer Lower Tunnel Barriers" Nature Chemistry 2014, 6, 854-
855. doi:10.1038/nchem.2059  

6. Mani, T.; Grills, D. C.; Miller, J. R. "Vibrational Stark Effects to Identify Ion Pairing and 
Determine Reduction Potentials in Electrolyte-Free Environments" J. Am. Chem. Soc. 2015, 
137, 1136-1140. doi:10.1021/ja512302c  

7. C. A. Zarzana, G.S. Groenewold, B. J. Mincher, S.P. Mezyk, A. Wilden, H. Schmidt, G. 
Modolo, J.F. Wishart, A.R. Cook “A Comparison of the -Radiolysis of TODGA and 
T(EH)DGA Using UHPLC-ESI-MS Analysis”, Solvent Extraction and Ion Exchange 2015, 
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Charge and Molecular Dynamics at Heterogeneous Interfaces 
 

Tanja Cuk (TCuk@lbl.gov), Charles Harris (CBHarris@lbl.gov), and  
David Chandler (chandler@berkeley.edu) 

Lawrence Berkeley National Laboratory, Chemical Sciences Division, 1 Cyclotron Road, 
Berkeley CA 94720 

 
I. Program Scope. One of the greatest challenges in the design of heterogeneous chemical 
technologies is the limited fundamental understanding of how interfacial properties at solid-liquid 
and solid-adsorbate interfaces guide the transfer and reorganization of charge.  The central research 
question is to determine how molecules influence charge dynamics at interfaces, and conversely, 
how these charge dynamics induce molecular changes.  Research often targets separately the 
delocalized charge in the solid and the localized charge in adsorbates or solvated ions.  
Experimental and theoretical methodologies that target both actors on the same footing are needed 
to causally link the two sides of the interface.  In this program, a range of transient spectroscopic 
techniques dynamically follow charge transfer from the perspective of charges leaving the solid 
side, the rise and decay of intermediate molecular species bound from the liquid/adsorbate side, 
and the purely interfacial electronic states that cannot be thought of distinctly as one or the other.   
From the theoretical side, molecular dynamics simulations follow the charge reorganizations that 
accompany this charge transfer and lead to time scales ranging from picoseconds to microseconds.   

The Cuk lab follows charge transfer and the formation of catalytic intermediates at solid-liquid 
interfaces through time-resolved spectroscopy coupled to photoactive solid-state devices that 
control the flow of charge to the interface.   An interfacial electric field at the solid-liquid interface 
separates photo-generated charges that initiate a highly selective and efficient catalytic reaction 
(here, O2 evolution or water oxidation).  The on-going catalysis allows for the study of sequential 
reaction steps by surface sensitive transient optical [1], infrared [2], and x-ray spectroscopies that 
target the dynamics from both sides of the interface.  The aim is to deconstruct the steady state 
product flow into the activation barriers of the different steps of a catalytic reaction.     

The Harris lab investigates interfacial electronic states between a metal and an adsorbate using 
two-photon photoemission spectroscopy.  Interfacial electrons are measured with time, energy, 
and momentum resolution to probe charge relaxation, localization, transport, and electronic 
coupling across the metal adsorbate interface.  The systems under study include the NaCl/metal 
interface to quantify the timescales and energetics of electron trapping at ionic insulator/metal 
interfaces [3], organic photovoltaic interfaces, and the ionic liquid/metal interface to develop an 
understanding of ultrafast solvation response relevant to energy applications of ionic liquids [4] 
and overlap with theoretical studies by David Chandler.   

 The Chandler lab elucidates the dynamics of water and other liquids at solid-liquid interfaces. 
They use coarse grained models to treat universal features and molecular dynamics simulations 
with force fields developed by electronic structure calculations to treat atomistic details.  Broad 
ranges of scales in space and time present the principal challenges to this work, challenges that are 
met with the development of new theoretical perspectives and numerical algorithms.  Illustrations 
include water structure and dynamics at Pt surfaces [5] which exhibit a high degree of dynamic 
heterogeneity, and ionic melts at electrode surfaces [6] which exhibit order-disorder transitions 
and super-capacitance.  
 
II. Recent Progress and Future Work.  
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A. Catalytic Dynamics by Transient Spectroscopy  
While the water oxidation cycle involves the critical step of O−O bond formation, the transition 

metal oxide radical thought to be the catalytic intermediate required for O-O bond formation has 
eluded direct observation. We have recently shown [2] that utilizing in-situ infrared spectroscopy 
of an n-SrTiO3/aqueous interface and theory (in collaboration with David Prendergast at the 
Molecular Foundry), a new motion of the oxygen right below the oxyl radical (Ti-O•) that reports 
on it. As shown previously [1], we operate in a range of high photon-to-O2 quantum efficiency 
while exciting the photo-catalysis with 266 nm, 500 Hz, 150 fs laser pulses (90% for the 0.1% Nb 
doped samples, Extended Data Fig. 1), such that almost all the photo-generated holes are expected 
to evolve into O2. 

The experiments and associated theory are the first to detect molecularly a catalytic 
intermediate at its formation at the solid-liquid interface.  In doing so, they not only uncover the 
oxyl radical, but reveal a new way to track a catalytic cycle in this setting. A localized sub-surface 
vibration of the oxygen directly beneath the oxyl radical uniquely reports on the catalytic 
intermediate. The integrity of the motion and its appearance with catalytic intermediates at the 
interface identify sub-surface vibrations to be a molecular probe of catalytic dynamics.  
Furthermore, the interfacial nature of the vibration couples the catalytic intermediate to the local 
environment of the solid-liquid interface.  Both the electron plasma density in the solid and the 
librational motion in the electrolyte couple to the sub-surface vibration.  Three handles, then, for 
tracking the catalytic cycle at a solid-liquid interface are demonstrated for the first time: the sub-
surface vibration itself, its coupling to electron dynamics, and its coupling to solvation dynamics.  
Most importantly, by revealing a vibrational motion unique to the intermediate and how that 
motion couples to solvation dynamics—both thought to determine how catalytic intermediates 
evolve from one to the next intermediate (here, expected to be O-O by either nucleophilic attack 
of H2O or two neighboring oxyls combining)—the work opens the door to understanding and 
manipulating a catalytic cycle dynamically. 

 A cartoon of the sub-surface vibration 
observed is shown in Fig. 1 by comparing 
before (Fig. 1a) to after photo-excitation 
(Fig. 1b). Producing the radical causes a bulk 
breathing mode to combine with other dark 
and infrared active modes of the initial 
configuration to create a new surface mode 
at roughly the same energy as the bulk 
breathing mode.  The new mode is infrared 
active due to a large amplitude, Ti-O stretch 
motion of the O in the SrO layer right below 
the Ti-O• site. Fano lineshapes modified by 
n-doping and electrolyte conditions show 

how the mode weakly couple to the predominant motions within the bulk solid (plasmonic, 
electronic) and electrolyte (librational) in the same spectral region.  The bright mode occurs in a 
wide range of surface conditions (air vs. electrolyte, pH 2 – 14, % methanol, deuterated electrolyte, 
and varying holes/cm2), which means that while it couples to its environment, the essential motion 
is robust to surface protonation, solvation environments, number of photo-excited sites, and 
detailed surface re-structuring.     

Figure 1: n-SrTiO3 before (a) and after excitation (b) 
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Future work will involve probing in the infrared at longer time scales, to track the catalytic 
cycle through O-O bond formation.  Ideally, a tunable repetition rate laser will initiate multiple 
pulses of oxyl radicals to prime the system for O-O bond formation, and to track how the activation 
barrier for O-O bond formation changes as a function of the number of oxyl radicals at a given 
time. In a further collaboration with David Prendergast, we are investigating the x-ray signatures 
of the oxyl radical that we would like to probe in transient x-ray experiments, in collaboration with 
Musa Ahmed and Hendrik Bluhm. 
B. Ultrafast Excited State Electron Dynamics at Interfaces One common class of materials our 
group studies is the organic semiconductor / metal interface whose interfacial electronic structure 
and electron transport is important to many molecular devices such as organic light emitting 
diodes. Combining TPPE with a simple Kronig Penney model, we measured the corrugation in the 
surface potential and resulting band gap opening arising from a periodic phthalocyanine organic 
lattice on Ag(111) [7]. In a similar system, results from TPPE and DFT calculations identified the 
hybridization between a metallic state of Ag(111) with the unoccupied molecular orbitals of 
phthalocyanine [8]. 

The Harris group has also recently studied ultrathin layers of insulating material, such as 
alkali halides, on a metal substrates. These systems are important to the emerging fields of micro 
and nanoelectronic devices that employ the thin insulating material to decouple the molecular 
properties from the metal electrode. TPPE was used to study the excited state dynamics of ultrathin 
layers of NaCl on Ag(100), where we observed the first image potential state series for a highly 
ionic material. These initially delocalized electrons were subsequently found to localize due to 
trapping at low coordinated defect sites on the NaCl [9]. A recent follow up study on the same 
system identified an additional deep trap state that emerges at low sample temperatures. This is 
the first identification of electron localization through multiple metastable trap states at interfaces, 
and is proposed to correspond to the formation of a small polaron assisted by defect intermediates. 
These results are currently in preparation for submission. Future studies will seek to identity small 
polaron formation in a class of alkali halides, and observe the impact of cation identity to the 
magnitude of self-trapping energy and lifetime stabilization associated with small polaron 
formation.  Additionally, the group will seek to take advantage of NaCl decoupling ability widely 
exploited in STM experiments to study the decoupled molecular excited states of molecules 
adsorbed onto the NaCl thin film. These studies will have an impact on the understanding of the 
fundamental photophysics of nanoelectronic devices.  
C. Molecular dynamics at solid interfaces 
Chemistry in heterogeneous environments can be dominated by molecular dynamics at the 
interfaces between liquid and solid matter.   Characteristic time scales for this dynamics extend 
from sub picoseconds to microseconds and beyond.  This wide range of scales, the result of 
complex dynamics of many correlated degrees of freedom, presents challenges to theory.  The 
Chandler group’s research overcomes these challenges with novel modeling and sampling 
techniques. 

The Chandler Group’s recent work elucidated dynamics of water at metal surfaces, 
specifically surfaces of Pt [12, 5].  The metal atoms strongly bind oxygen atoms of water 
molecules, forcing water to adopt geometrical patterns dictated by the geometry of the metal 
surface.  This geometry differs from favorable hydrogen bonding geometries.  The intermolecular 
structure of water molecules attached to the surface is therefore frustrated, resulting in significant 
dynamic heterogeneity.  
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In related work, the Chandler Group has also detailed fluctuations of a model of a room-
temperature ionic liquid that exhibits super-capacitance due to order-disorder transitions at the 
electrode-liquid interface [13, 6].  These transitions are surprising in that they manifest large-
length scale structure and correlations in the plane parallel to the electrode.  Traditional 
electrochemical modeling neglects such heterogeneity. Future work aims to understand water at 
other metal surfaces employing improved force fields.  
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Stability of Nano Fluids, Solvent-Exchange Mechanism and Nuclear Quantum Effects. 
Recent Progress and Future Plans 

Liem X. Dang 
Physical Sciences Division 

Pacific Northwest National Laboratory 
Richland, WA 93352 
liem.dang@pnnl.gov 

Background and Significance  
Nanofluids are gaining considerable attention because of their potential application in power generation 

from renewable energy sources such as geothermal, solar, industrial waste heat, and biomass combustion. 
Nanofluids are liquids that contain a low concentration of nanometer-sized particles. Conventional fluids have poor 
thermal conductivity compared to solids; the thermal conductivity can be enhanced by dispersing the solid particles 
in fluids. This fundamental concept has been a topic of interest for a long time. Early studies were confined to only 
millimeter or micrometer-sized particles. The stability of the suspension is the major challenge of this approach, as 
large particles tend to settle rapidly. The use of nanoparticles shows promise as a solution to this problem. 

The study of thermodynamic and kinetic properties of ions in aqueous and non aqueous solution using
statistical mechanics or computer simulation techniques has provided molecular-level details that have advanced our 
understanding of the chemistry and physics of solvation. Minor differences in ion properties could cause major 
changes in their role in biological processes. So far, many of the related ion-solvation research studies have focused
on the thermodynamics of ion solvation and the hydration structure. The reactivity of ions in solutions requires 
rearrangement of the hydration shell, which involves the replacement of the solvent molecule from first hydration 
shell. This process, also known as a solvent-exchange reaction, is believed to be associated with activation volume 
(ΔV‡), which is the key indicator of the solvent-exchange mechanism. For example, the exchange process is an 
associative mechanism when the activation volume is negative and a dissociative mechanism when the activation 
volume is positive. 

Nuclear quantum effects, such as zero-point energy and tunneling, have been shown to affect the structural 
and dynamical properties of aqueous systems, and a natural question is to what extent this is also true for rate theory 
results such as the exchange rate between water and an aqueous ion. We performed ring-polymer molecular 
dynamics (RPMD) simulations to systematically study nuclear quantum effects on the water-exchange rates around 
water and aqueous chloride, bromide, and iodide ions. These effects were quantified by using the transition state 
theory (TST), Grote-Hynes (GH) theory, and the reactive flux (RF) method. Our results reveal that tunneling and 
zero-point energy effects lead to sensible increments in giving rise to larger transmission coefficients in quantum 
simulations. For the cases of aqueous chloride and bromide, because of their strong interaction with water, the 
computed quantum transmission coefficients and the residence times are nearly 20% larger than the corresponding 
classical results, whereas anions such as iodide, exhibit a quantum effect of around 10%. These results are consistent 
with experimental investigations of anion–bound water vibrational and reorientational motion. 

1. Nanofluid Stability in Water and Hydrofluorocarbon 
Our current research efforts focus on chemical 

functionalization of the nanoparticle surface to attain stable 
nanofluid suspensions. A molecular-level understanding of the 
nanoparticle solvation process and factors influencing 
dispersion stability is necessary to develop stable and better-
performing nanofluids. Computational techniques such as MD 
simulations can provide more molecular-level insight in to the 
interfacial behavior of a base fluid with a metal-organic 
framework (MOF) surface. We studied dispersion stabilities in 
water and in 1,1,1,3,3-pentafluoropropane (R-245fa), which is 
a hydrofluorocarbon with a broad range of applications as a 
blowing agent, solvent, aerosol, and working fluid. First, we 
focused on the solvent structure around the MOF fragments. 
We show the radial distribution function RDF plots between 
chromium atoms of MOF fragment and the carbon atoms on 
the R-245fa in Figure 1a. We observe that the Cr-C2 RDF has 
a high intense in the first peak because the fluorine atoms on 

 
Figure 1. RDFs between chromium atoms of  
the MOF fragment and the carbon atoms on the 
R-245fa. 
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the C2 carbon atom are more partially negative. In Figure 1b, we show the RDF plots between the chromium atoms 
and water. The first peak of the Cr-OW RDF occurs at 2.24 Å, and is more intense compared to the Cr-HW RDF 
because of the strong electrostatic interactions between the Cr atoms of MOF and the oxygen in water. Also in 
Figures 1c and 1d, we show the spatial distribution plots for water and R-245fa around the two types of MOF 
fragments.. These plots clearly show a high water density around the MOF fragment, which clearly indicates that 
water has a stronger interaction with the MOF fragment than R-245fa. Also, the higher water density in the 
tetrahedral cavities can be clearly seen; this is because the smaller water molecule can easily penetrate in to the 
tetrahedral cavity. The significant distribution of R-245fa is found only near the chromium sites of the MOF. R-
245fa is mostly composed of fluorine atoms, which are partially negative, and hence has favorable interactions only 
with the positive Cr sites. 

In Figure 2a, we show the computed potential of 
mean force (PMF) between two MOF fragments with benzoate 
as modulator in water and R-245fa. Both the PMFs have 
multiple minima, which indicates that the MOF fragments 
have solvent-mediated interactions. This behavior is analogous 
to contact pairs and solvent-separated pairs observed in 
aqueous salt solutions. The first minimum is at ~22 Å for  
R-245fa and at ~21.5 Å for water. The first peak in the PMF 
plot, also called the barrier, is at ~24.5 Å for R-245fa and 
~23.5 Å for water. This peak is considered as a transition state 
for the separation of the two MOF fragments; therefore, the 
higher the barrier height, the greater the amount of energy 
needed to separate the MOF fragments. The barrier height is 
4.8 kcal/mol for R-245fa and 0.9 kcal/mol for water. These 
values clearly indicate that MOF fragments have strong 
attractive interactions in R-245fa compared to water. In other 
words, these MOF fragments are more dispersible in water 
compared to R-245fa. The degree to which MOF particles 
disperse depends on MOF-MOF, MOF-solvent, and solvent-
solvent interactions. As evident from Figure 1, the strong 
interaction between water and MOF particles leads to effective 
screening of the attractive forces between the MOF fragments. 
This could be the reason for the better dispersiblity of MOF fragments in water. 

Figure 2b contains the PMF plots for MOF fragments with 4-methoxybenzoate as the modulator. The first 
minimum in water is at ~21 Å and in R-245fa at 22 Å. Both the PMFs in this case have fewer wiggles compared to 
the previous case for benzoate-containing fragments. The barrier is at 26 Å for R-245fa and at 25 Å for water. 
Similar to the previous case, the barrier for R-245fa is slightly right shifted. The barrier heights are 2.6 kcal/mol for 
R-245fa and 1.3 kcal/mol for water. Also similar to the previous case, the barrier height for the separation for MOF 
fragments in R-245fa is greater than that in water. Therefore, even with the methoxy-substituted modulator, the 
MOF particles tend to disperse better in water than in R-245fa. These results compare well with results obtained 
from ongoing experiments in our laboratory as illustrated in Figure 2c and 2d. It can be seen in Figure 2c that the 
nano-MOF particles disperse in water and form a stable suspension, whereas in Figure 2d; the nano-MOF particles 
precipitate in R-245fa.

2. Water-exchange dynamics around H3O
+ and OH− ions 

In this report, we summarize our recent studies of the dynamics of the ion-solvation process. We used the 
rate theory approach to determine the solvent-exchange rates. Mechanistic properties associated with the water-
exchange process, such as PMF, time-dependent transmission coefficients, and the corresponding rate constants, 
were examined using TST, the RF method, GH theory, and the Impey-Madden-McDonald method. We performed a 
systematic study using four systems: 1) hydronium (H3O+) and 2) hydroxide (OH−). In future research, we will focus 
on understanding the influence of nuclear quantum mechanical effects on the kinetics properties of ions in aqueous 
solution. Also, because of their ability to respond to the local, nonhomogeneous environment, we are interested in 
expanding our current methodology to studies of ion-solvation processes at interfaces; we expect a different 
behavior for these processes. 

In Figure 3a, we present PMFs for an H3O+-H2O (OH−-H2O) pair in aqueous solution. The computed PMFs 
have three distinct features corresponding to three different states of the systems.  

 

Figure 2. (a) Computed PMF for a pair of MOF 
fragments in water and R-245fa. (b) Computed 
PMF for a pair of MOF fragments in water and 
R-245fa. 
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The first minimum represents the contact-ion-water-pair 
(CIWP) state, the barrier top at 
r = r† represents the transition state, and the third feature is 
the solvent-separated-ion-water-pair (SSIWP) state.  In the 
CIWP state, the ion and the water are held in close contact 
by the electrostatic forces; whereas, in the SSIWP state, the 
solvent screens these forces. Two differences are observed 
in the PMFs for the H3O+-water and OH−-water systems. 
First, the barrier height is larger for the H3O+-water system 
than for the OH−-water system, and second, the separation 
corresponding to the transition state for the OH−-water 
system is larger than that for the H3O+-water system. We 
find these differences quantitatively and conclude that 
H3O+-H2O binding is stronger than OH−-H2O binding. We 
also find that the coordination number for the H3O+-water 
system (i.e., the number of water molecules that bind to 
H3O+ on the average in the CIWP state) is 3, which is 
consistent with the previously found H3O+(H2O)3 structure. 
The Zundel structure8 (H2O…H…H2O) is not observed as 
our model does account for proton transfer. The 
coordination number for the OH−-water system is 5, which 
is overestimated in comparison with the previous studies 
(OH−(H2O)4 and OH−(H2O)3). 

The transition rate between the CIWP and SSIWP states (i.e., the water-exchange rate between the first and 
the second solvation shell around an ion) can be expressed using TST. As expected, τtst = 1/ktst is smaller for the 
OH−-water system (i.e., in comparison with H3O+, water exchange is faster around OH− because of the smaller 
barrier height). The shortcoming of TST is that it overestimates the water-exchange rate (ktst) because of the 
assumption that, once the ion-water system reaches the barrier top of its PMF from the CIWP state, it goes 
immediately to the SSIWP state. However, it is likely that barrier recrossing can occur.  The probability of actually 
getting to the SSIWP state is the transmission coefficient , and therefore, actual water-exchange rate is k = κktst.   

We use the GH and RF theories to determine the transmission coefficient. In Figure 3b, we show the 
friction kernel ξ(t) calculated for H3O+ and OH−. The friction ξ(t) has two distinguishable components for both the 
H3O+-water and -water systems: 1) a rapid initial drop around 50 to 60 fs and 2) a slow decay on the picosecond 
time scale. However, it is clear that the H3O+-water system experiences larger friction than the OH−-water system. 
We also found that the barrier frequency for the H3O+-water system (39 ps−1) is larger than that for the OH−-water 
system (21 ps−1). The transmission coefficients are 2.0 × 10−3 and 3.0 ×10−2, respectively, for the H3O+-water and 
OH−-water systems.  These values are too low, which means that the CIWP state is extremely stable and transition to 
the SSIWP state rarely occurs. The term τGH is water-exchange time scale obtained using GH theory, which is sub-
nanosecond for the H3O+-water system and an order of magnitude smaller for the OH−-water system. The RF 
method is very useful for extracting the exact value of transmission coefficient from MD trajectories. From the 10-ns 
MD trajectory in the NVT ensembles of the H3O+-water and OH−-water systems constrained at the transition state, 
2500 conformations are collected to perform RF calculations. Using these conformations as the starting ones and 
releasing the constraint, MD simulations at the NVE ensemble are performed in both backward and forward 
directions for 2 ps. The value of κRF(t) reaches a plateau after a long time as shown in Figure 3c. Averaging over the 
last 0.5 ps of κRF(t) leads to the actual value for the transmission coefficient: 1.5 × 10−2 for the H3O+-water system 
and 2.4 × 10−2 for the OH−-water system. Again, the transmission coefficients are very small, resulting in slow 
water-exchange time scales.  Again, water exchange occurs faster around OH− than around H3O+. 

For the Impey-Madden-McDonald method, we perform MD simulations of the H3O+-water and OH−-water 
systems for 5 ns in NVT ensemble, saving snapshots every 100 fs. A normalized time correlation function (Cp(t;t*)
for the population of water molecules in the first solvation shell of H3O+ (OH−) is calculated from the MD trajectory. 
Cp(t;t*), as depicted in Figure 3d, clearly distinguishes the H3O+-water system from the OH−-water system; Cp(t;t*)
decays faster for the OH−-water system. It turns out that τp is one order of magnitude smaller for the -water 
systems than for the H3O+-water system, which similar to the results from using the GH theory.  

3. Nuclear Quantum Effects in Water Exchange around Lithium and Fluoride Ions 
In Figures 4a and 4b, we compare the potentials of mean force for escape of water from the first solvation 

shell, obtained from classical and quantum simulations of both ions. The barrier heights to exchange of water around 
Li+ in our quantum and classical simulations are 3.8 and 4.0 kcal/mol, respectively, which are within the range of  
3.0 to 4.5 given in the literature. For F−, the corresponding barriers are 1.9 and 2.0 kcal/mol. The heights of both 
barriers are very slightly smaller in the quantum PMFs by 0.2 kcal/mol for Li+ and by 0.1 for F−. 

 

Figure 3. Computed PMFs for the H3O+-H2O and 
OH−-H2O interactions in water as the solvent (3) 
Same as (3a) for ζ(t) (3b) Same as (3a) for κ(t)  (3c)
Same as (3a)  for  Cp(t;t* ) (3d). 
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This decrease in barrier height for F− is less than half the decrease due to 
nuclear quantum effects than found in the calculations with a rigid-body 
water model (0.2 kcal/mol), and we shall attribute this below to the 
absence of competing quantum effects in these rigid-body simulations. 
The transmission coefficients κ(t) obtained from our classical MD and 
RPMD simulations are shown in Figure 4c and 4d . In all cases, the 
plateau value κ is quite small. This implies significant recrossing of the 
transition state dividing surface, indicating that the ion-water distance r is 
not the optimum reaction coordinate for these water-exchange reactions. 
It is likely that a better coordinate would be a collective function of the 
positions of all the water molecules involved in hydration, whose 
rearrangement is necessary for a molecule to leave the first shell. 
According to our RPMD calculations, the molecular rate transfer of water 
in the first hydration shell of Li+ is 136 ps, and in the first shell of F−, 20 
ps. There are no experimental results with which we can directly compare 
these values, but neutron scattering experiments suggest that τ  100 ps 
for both ions.  For F−, our results are comfortably within this bound, 
while for Li +, the imprecision in the experimental result makes our value 
reasonable. The molecular rate transfers of Li+ from earlier computational 
studies span two orders of magnitude, with values from 25 to 400 ps 
reported, while those of F− are in the 17 to 25 ps range. 

4. Conclusions and Outlook 
We present a summary of our recent studies of the dynamics of 

the ion-solvation process. We used the rate theory approach to determine 
the solvent-exchange rates. Also, analogous to experimental procedures, we computed pressure-dependent rates to 
determine the activation volume, which is a key indicator for the solvent-exchange mechanism. From our results, we 
notice that, because of the decrease in barrier heights, TST rate constants increase as pressure increases for all the 
cases. Therefore, TST results give a negative activation volume, which is indicative of an associative mechanism. 
We also computed pressure-dependent rate constants using the RF method, which takes in to account recrossing 
induced by solvent dynamics. We are interested in expanding our current study/method into studies of ion solvation 
at interfaces. Our future research efforts will focus on understanding the influence of nuclear quantum mechanical 
effects on the properties of ions in aqueous solution such as the water-exchange rate and the corresponding 
transmission coefficients using ring-polymer MD techniques. 
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Figure 4. PMFs for escape of water 
from the first solvation shells of Li + 
(4a) and F− (4b) from MD simulations 
at 298K. Transmission coefficients for 
the water-exchange reactions around 
Li+ (4c) and F– (4d). 
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Program Scope

Our research program investigates gas phase metal clusters and metal cation-molecular complexes 
as models for heterogeneous catalysis, metal-ligand bonding and metal ion solvation.  The clusters 
studied are molecular sized aggregates of metal or metal oxides.  We focus on metal-ligand 
interactions with species such as benzene or carbon monoxide, and on solvation interactions 
exemplified by complexes with water, acetonitrile, etc. These studies investigate the nature of the 
metal-molecular interactions and how they vary with metal composition and cluster size.  To obtain 
size-specific information, we focus on ionized complexes that can be mass selected.  Infrared 
photodissociation spectroscopy is employed to measure the vibrational spectroscopy of these
ionized complexes. The vibrational frequencies measured are compared to those for the 
corresponding free molecular ligands and with the predictions of theory to elucidate the electronic 
state and geometric structure of the system.  Experimental measurements are supplemented with 
calculations using density functional theory (DFT) with standard functionals such as B3LYP. In 
new experiments photofragment imaging is employed as a way to probe metal-molecular bond 
energies.

Recent Progress

The main focus of our recent work has been infrared spectroscopy of transition metal cation-
molecular complexes with water, acetylene and benzene. These species are produced by laser 
vaporization in a pulsed-nozzle cluster source, size-selected with a specially designed reflectron 
time-of-flight mass spectrometer and studied with infrared photodissociation spectroscopy using an 
IR optical parametric oscillator laser system (OPO).  In studies on complexes of a variety of 
transition metals, we examine the shift in the frequency for selected vibrational modes in the 
adsorbate/ligand/solvent molecule that occur upon binding to the metal.  The number and
frequencies of IR-active modes reveal the structures of these systems, while sudden changes in 
spectra or dissociation yields reveal the coordination number for the metal ion.  In some systems, 
new bands are found at a certain complex size corresponding to intra-cluster reaction products.  In 
small complexes with strong bonding, we use the method of rare gas "tagging" with argon or neon
to enhance dissociation yields.  In all of these systems, we employ a close interaction with theory to 
investigate the details of the metal-molecular interactions that best explain the spectroscopy.  We 
perform density functional theory (DFT) calculations (using Gaussian 09 or GAMESS) and when 
higher level methods are required, we collaborate with theorists.  Our infrared data on these metal 
ion-molecule complexes provide many examples of unanticipated structural and dynamical
information.  A crucial aspect of these studies is the infrared laser system, which is an infrared 
optical parametric oscillator/amplifier system (OPO/OPA; Laser Vision).  This system covers the 
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infrared region of 6 4500 cm-1 with a linewidth of ~1.0 cm-1. In new work, we have added a 
photofragment imaging instrument to our existing molecular beam machine for the study of the 
dissociation dynamics of mass-selected metal-molecular ions.  This new methodology makes it 
possible to investigate metal-ligand vibrations at lower frequencies and to determine bond energies 
for hard-to-study cation-molecular complexes.

Transition metal ion-water complexes probe the details of ion solvation.  We examine complexes 
containing a single water molecule, as well as those containing multiple molecules, thus 
investigating the stepwise solvation process.  Recent studies focused on titanium-, and niobium-
water systems.  Rotationally resolved spectra were obtained for Ti+(H2O) and Nb+(H2O), but the 
spectra obtained did not agree with the predictions of DFT for these complexes.  Theory 
indicates planar C2v structures, consistent with expectations for charge-dipole bonding.  When a 
mono-water complex has this structure, its infrared spectrum contains partially resolved 
rotational structure, as seen previously for the scandium cation-water complex (Figure 1, left).  
The titanium cation-water complex has a similar spectrum, but the bands are doubled, 
presumably from spin-orbit interaction (not shown).  However, the niobium cation-water 
complex, which is computed to have the same C2v structure, has a very different rotational 
pattern, seeming to indicate a non-planar structure (Figure 1, right). To improve the
computational work on this system, we initiated a collaboration with Sotiris Xantheas and 
Evangelos Miliordos at Pacific Northwest National Lab. They conducted both multi-reference 
configuration interaction (MRCI) and single reference coupled cluster [CCSD(T)] calculations 
combined with basis up to quadruple quality- on this system. The experiments employ tagging 
with argon, and so the argon atom position may have a significant influence on these spectra.  
Therefore, the calculations included this.

Figure 1.  IR spectra in the O–H stretching region for scandium-, titanium- and niobium-water cations.  
The rotational structure for scandium is consistent with expectations for a C2v structure, with a triplet for 
the asymmetric stretch and a 3:1 intensity alternation from nuclear spin statistics.  The niobium spectrum 
has a very different pattern, with no 3:1 alternation in the line intensities, suggesting a non-planar 
structure.

Figure 2 (left) shows the minimum energy structure obtained for Ar-Nb+(H2O) by Miliordos and 
Xantheas, which has the argon bent out of the metal-water plane.  Initially, we thought this might 
explain the unusual rotational patterns in the spectrum.  However, further investigation of the 
potential showed that vibrational averaging even in the v=0 level caused the system to have its 
greatest probability at the planar configuration, thus eliminating this as an explanation for the 
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Figure 2.  The optimized structure for Ar-Nb+(H2O) (left) and the scan of the argon bending potential, 
with the expectation values of the vibrational wavefunction in this coordinate. 

spectrum.  We next realized that the 3:1 nuclear spin intensity patterns are only valid for systems 
in which ortho-para spins states do not equilibrate.  Miliordos and Xantheas then calculated the 
nuclear-electronic spin coupling constants (MHz) of the 1H nucleus in the M+(H2O) clusters for 
Sc, V, and Nb.  The isotropic Fermi contact terms for niobium and vanadium, which do not 
exhibit the 3:1 intensity pattern, were much larger (2.17 and 3.6) compared to that for scandium 
(0.42), which does have the 3:1 pattern.  This indicates that vanadium and niobium ions can 
catalyze the ortho-para nuclear spin interconversion, which then explains the different patterns in 
the spectra of their complexes.

New experiments have investigated metal ion-acetylene complexes, finding unusual coordination 
and solvation behavior for the copper system.  In the vanadium-acetylene system, intracluster 
reactions occur forming three-member (MC2) and five-member (MC4) metallacycle structures.

Significant progress has been made in the last few months in bringing our new photofragment 
imaging experiment on-line.  The system is now optimized and calibrated and new images have 
been obtained for the charge-transfer dissociation of Ag+-benzene (Figure 3).  The kinetic energy 
release in this system provides evidence for a bond energy 2.8 kcal/mol) which is lower than 
previous estimates.

Figure 3.  The photofragment image of the benzene cation from the charge-transfer dissociation of Ag+-
benzene at 355 nm.
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Future Plans

Our work in the immediate future will continue theory and experiments on metal-water complexes 
such as those of titanium and niobium, continue the ongoing experiments on vanadium-acetylene
complexes, and focus on the continued development of the photofragment imaging experiments.  
We are particularly interested in applying imaging to the photodissociation of dication-water 
complexes to obtain improved information about the bond energies in these systems, which are 
difficult to measure by other methods.
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We examined the dynamics of borohydride ( 4BH ) in water from the perspectives of both the 
anion and the water using ultrafast two dimensional infrared (2D IR) spectroscopy and IR pump-
probe experiments.7  The dynamics of water molecules interacting with (hydrogen bonded to) 
anions is a subject that has received a great deal of attention.  Borohydride provided the 
opportunity to examine the anion/water dynamics from the perspective of the anion by studying 
the B-H stretch using ultrafast IR experiments.  It was also possible to look at the dynamics from 
the water perspective by making measurements on water hydroxyls that are hydrogen bonded 
to borohydride anions.  In addition to the opportunity of measuring the dynamics of an anion 
hydrogen bonded to water from both sides of the hydrogen bond, the borohydride/water system 
is interesting because of the special nature of borohydride-water hydrogen bonds, that is, 
dihydrogen bonds. 
 

Hydrogen bonds occur between a hydrogen bond donor, typically a hydrogen with a 
partial positive charge that is bonded to a more electronegative element such as oxygen, and a 
hydrogen bond acceptor which can be a lone pair of an electronegative element, the  electrons 
of an aromatic ring or multiple bond, or a transition metal center.  A special case of hydrogen 
bonding has also been observed and has been the subject of recent studies, the dihydrogen 
bond.  Because of the relatively low electronegativity of boron, the hydrogens in 4BH  have 
partial negative charges. This partial negative charge allows the hydrogens to act as hydrogen 
bond acceptors, in contrast to the usual situation of, e. g, a hydroxyl, which acts as a hydrogen 
bond donor.  Our study focused on the dynamics of borohydride dihydrogen bonds with water.  
Given the ubiquity of water as a solvent and the widespread use of borohydride as a reducing 
agent, the borohydride/water system is important in its own right, but it is also useful in 
understanding dihydrogen bond dynamics. 
 
Borohydride presents the interesting situation in which the H of a water hydroxyl is hydrogen 
bonded to the H of the borohydride.  Thus there is a hydrogen bond between the partially 
negative H’s of the borohydride and the partially positive H’s of water.  By making IR 
measurements on the B-H stretch of borohydride and the hydroxyl stretch of water molecules 
bound to 4BH , we were able to study the hydrogen bond dynamics from the perspectives of 
both partners in the dihydrogen bond. 
 

We have examined the dynamics using ultrafast 2D-IR vibrational echo spectroscopy 
and polarization selective IR pump-probe experiments.  Structural evolution of the systems is 
reflected in spectral diffusion measured with 2D-IR.  Measurements of the spectral diffusion of 
hydroxyls that were bound to borohydride was made possible by a new data analysis procedure 
that removed the contributions to the data from water hydroxyls bound to other water molecules.  
The spectral diffusion of the B-H stretch could be measured directly, as the absorption band is 
well separated from strong water absorptions.  In addition, orientational relaxation of water was 
measured with the pump-probe experiments in the concentrated NaBH4 solutions. 
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The remarkable results are that the B-H stretching mode and the hydroxyls (OD stretch of HOD) 
bound to the B-Hs show virtually identical spectral diffusion dynamics that are in turn identical to 
those of the OD stretch of HOD in pure bulk water within relatively small error bars.  In bulk 
water, detailed comparisons of molecular dynamics simulations to 2D-IR data has shown that 
spectral diffusion, which occurs on two time scales, is associated with hydrogen bond dynamics.  
Ultrafast dynamics, ~0.4 ps, are caused by hydrogen bond length fluctuations, while slower 
dynamics, ~1.7 ps, are caused by randomization of the hydrogen bonding network.  Although 
the hydroxyls and BHs form dihydrogen bonds, the ultrafast fluctuations observed for both the 
B-H stretch and O-D stretch, which are presumably length fluctuations as in pure water, occur 
with the same time constants as pure water within error.  The slower time scale spectral 
diffusion (structural dynamics) observed for both the B-H stretch and the O-D stretch for the O-
Ds bound to borohydride are also the same as pure bulk water within experimental error.  In 
addition, the orientational relaxation of HOD in the concentrated NaBH4 solution (8 water 
molecules per ion pair) is the same as it is in pure water within a small experimental error.  The 
fact that the dynamics in borohydride solution is the same as in pure water is in contrast to 
results on other concentrated salt solutions, e.g., KBr, where generally both the spectral 
diffusion and the orientational relaxation are considerably slower.  
 
The fact that the spectral diffusion of the B-H stretch and the OD stretch bound to borohydride 
are almost identical to that of the O-D stretch of HOD in bulk water is highly suggestive.  The 
sample used for the measurements was a 1M borohydride solution; so there were no issues of 
ion pairing or incomplete solvation as the sample is relatively dilute, 55 water molecules per 
borohydride.  The borohydride dynamics are presumably caused by dihydrogen bonded water 
molecules and the surrounding water.  Borohydride is experiencing the same structural 
fluctuations as its solvating water.  Borohydride is tetrahedral.  It has a calculated radius for the 
isolated anion of ~1.9 Å compared to water’s ~1.35 Å.  Therefore, borohydride is larger than 
water.  (If a water molecule plus the two H-bonds it accepts from other water molecules, which 
gives water an effective tetrahedral character are considered, the sizes are more similar.)  The 
tetrahedral arrangement of the B-H bonds may permit water to dihydrogen bond to it without 
greatly perturbing the nominally tetrahedral hydrogen bonding structure of the surrounding 
water.  The results suggest that the hydrogen bonding does not enforce strained structures on 
the dihydrogen bound waters but rather can allow the water to coordinate at angles native to the 
bulk water structure.  The net result is that borohydride anion does not greatly change the 
structure or dynamics of the surrounding water in contrast to simple anions like Br , which is 
solvated by six water molecules and destroys the local tetrahedral environment. 
 
Aqueous proton transfer is important in a wide variety of chemical and biological systems, and 
the effect of confined environments on proton transfer is relevant to many important topics, 
including fuel cell membranes.  Reverse micelles (RMs), consisting of aggregated surfactant 
molecules encapsulating a core water pool within a hydrophobic organic phase, provide simple 
and experimentally accessible systems for studying confined aqueous environments.   
 
Proton transfer kinetics in both ionic and neutral reverse micelles were studied by time-
correlated single photon counting (TCSPC) investigations of the fluorescent photoacid 8-
hydroxypyrene-1,3,6-trisulfonate (HPTS).9  Orientational dynamics of dissolved probe molecules 
in the water pools of the reverse micelles were also investigated by time dependent 
fluorescence anisotropy measurements of MPTS, the methoxy derivative of HPTS.  These 
experiments were compared to the same experiments in bulk water.  The studies were 
conducted on reverse micelles with a wide range of water nanopool sizes.  It was found that in 
ionic reverse micelles (surfactant Aerosol OT, AOT), orientational motion (fluorescence 
anisotropy decay) of MPTS was relatively unhindered, consistent with MPTS being located in 
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the water core of the reverse micelle away from the water-surfactant interface for the larger 
reverse micelles, although for very small RMs interaction with the interface was evident.  In non-
ionic reverse micelles (surfactant Igepal CO-520, Igepal), however, orientational anisotropy for 
all RM sizes displayed a slow multiexponential decay consistent with wobbling-in-a-cone 
behavior, indicating MPTS is located at the water-surfactant interface.  HPTS proton transfer in 
ionic reverse micelles followed kinetics qualitatively like those in bulk water, albeit slower, with 
the long-time power law time dependence associated with recombination of the proton with the 
dissociated photoacid suggesting a modified diffusion-controlled process.  However, the power 
law exponents in the ionic reverse micelles are smaller (~ 0.55) than in bulk water ( 1.1).  In 
neutral reverse micelles, proton transfer kinetics did not show discernible power law behavior, 
and were best represented by a two component model with one relatively water-exposed 
population, and a population with a faster fluorescence lifetime and negligible proton transfer.  
We explained the Igepal results on the basis of close association between the probe and the 
neutral water-surfactant interface, with the probe experiencing a distribution of more and less 
water-like environments. 
 
In addition, the observation in bulk water of a power law t 1.1 for diffusion-controlled 
recombination was in contrast to the theoretical prediction of t- 1.5 and previously reported 
observations.  Greatly improved experimental methodology enabled accurate determination of 
the proton transfer time dependence.  The fluorescence spectrum is composed of a peak for the 
protonated HPTS and a peak for the deprotonated species, which is substantially red shifted but 
still overlaps with the protonated peak. To obtain accurate proton transfer kinetics, the full time 
dependent spectra of both peaks were recorded, in contrast to previous studies where a single 
wavelength of the protonated HPTS fluorescence was measured.  By using the full time 
dependent spectra, the true time dependence of the protonated band was obtained.  The same 
procedures were used for all of the samples. 
 
In addition to the research outlined briefly above, we have conducted detailed studies of the 
dynamics of solutes in room temperature ionic liquids (RTILs) and discovered and theoretically 
explicated a new physical phenomenon required to interpret the experimental results.8,10,11,4  We 
have performed the first 2D IR experiments on metal organic frameworks (MOFs) to observe 
framework dynamics and how they are influenced by filling the pores with solvent.5 We have 
also performed a variety of studies using ultrafast IR methods of the dynamics of surfactants in 
planar bilayers and vesicles.1,2,3,6 
 
Our future work will expand our investigations of proton transfer in fuel cell membranes using 
photoacids to directly observe proton transfer in the nanochannels of the membranes and 
ultrafast IR experiments to study the dynamics of nanoconfined water in the channels.  We will 
investigate four different commercial fuel cell membranes to understand how the chemical and 
structural differences of the membranes affect proton transport in the membrane channels.  We 
will continue our studies of the dynamics of complex ions in water.  Based on the results on the 
borohydride tetrahedral anion described above, we will use 2D IR and other IR experiments to 
investigate a tetrahedral cation, ammonium, by studying both the ammonium stretch and the 
hydroxyl stretch of water bound to ammonium.  As with borohydride, these experiments will 
measure dynamics from both the ion and water perspectives.  We will also study the 
selenocyanate anion in water to understand the influence of hydrogen bonding interactions on 
the anion.  We are expanding our studies of RTILs, particularly to understand dynamics and 
interactions of CO2 in RTILs.  RTILs are being developed for carbon capture applications.  We 
are also using selenocyanate, because of its long vibrational lifetime, as a dynamical probe of 
water nanopools in reverse micelles and in RTILs.  In RMs, the studies will be performed as a 
function of the size of the water nanopool, and in RTILs, the studies will be performed as a 
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function of the alkyl chain length on the alkyl-methyl imidazolium cations.  In the studies of 
RTILs, we are also performing experiments on imidazolium cations that have been synthesized 
to have a –SeCN moiety, which provides a probe of the RTILs with a long lifetime.  The cations 
with SeCN will be dilute, and will yield dynamical information from what is in essence the RTIL 
cation without an additional vibrational probe molecule.  In the RTIL experiments, we will also 
use optical heterodyne detected optical Kerr effect experiments to provide a dynamical 
observable that can be measured from <100 fs to microseconds. 
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Program Scope 

The primary objective of this project is to describe, on a molecular level, the 
solvent/solute structure and dynamics in fluids such as water under extremely non-ideal 
conditions. The scope of studies includes solute–solvent interactions, clustering, ion-pair 
formation, and hydrogen bonding occurring under extremes of temperature, concentration and 
pH. The effort entails the use of spectroscopic techniques such as x-ray absorption fine structure 
(XAFS) spectroscopy, high-energy x-ray scattering, coupled with theoretical methods such as 
molecular dynamics (MD-XAFS), and electronic structure calculations in order to test and refine 
structural models of these systems.  In total, these methods allow for a comprehensive 
assessment of solvation and the chemical state of an ion or solute under any condition.  The 
research is answering major scientific questions in areas related to geochemistry, biochemistry, 
and sustainable nuclear energy (aqueous ion chemistry and corrosion). This program provides 
the structural information that is the scientific basis for the chemical thermodynamic data and 
models in these systems under non-ideal conditions. 

Recent Progress  
Water under pressure.   The H-bonding structure of water to a large extent governs the local- 
and long-range hydration structure of cations and anions. This is one of the reasons that 
enormous effort has been made to accurately measure and predict the structure of pure water.  A 
recent x-ray diffraction (XRD) benchmark study (JCP 138, 074506, 2013) is widely viewed as 
the most accurate and significantly improved assessment of pure water structure under ambient 
conditions.  While measurements have been made at high pressure, they lack the needed spatial 
resolution and low noise of this new standard for ambient conditions. A new style of pressure 
cell (PNNL) was used to obtain high-resolution measurements of water up to 3.6 kbar. The 
approach involves the use of a specially mounted, thin diamond window (250µm thick x 3 mm 
diameter) and a high-energy x-ray (115 keV) beamline.  This work was a collaborative effort 
with L. Skinner and C. Benmore at Argonne, who are the developers of refinement methods to 
quantitatively recover the O-O pair distribution (gOO(R)) from x-ray scattering data. As shown by 
the gOO(R) data in Figure 1, over this moderate pressure range, there are large structural changes 
that occur as the pressure is increased up to 3.6 kbar (ρ = 1.12 g/ml). It is interesting that the 
changes in the measured peak positions and amplitudes in the gOO(r), between low and high 
pressure, mimic the structural changes that are observed between low density amorphous ice 
(LDA) and high density amorphous (HDA) ice structures.   
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This new benchmark, high-pressure data 
provides a second state point (with the 
ambient data) for a rigorous test of water 
models.  In Figure 1, these measurements
are compared to simulated structure from
DFT-MD (revPBE-D3) and from an
empirically-based water potential
(TIP4P/2005). This work is in collaboration 
with C. Mundy, G. Schenter and M. Galib
at PNNL. 
It is commonly believed that DFT-based 
water is over-structured.  However through 
inclusion of longer-range dispersion (D3)
and through the judicious choice of specific 
functionals and basis sets an excellent 
outcome is achieved.  Table 1 reports an 
error analysis comparing three different 
simulation protocols to the ambient and
high-pressure experimental data.  As shown 
by the simulated structure in Figure 1 and in 
the error analysis in Table 1, DFT-MD (revPBE-D3) best represents the structure of water under 
these two conditions. This is a remarkable outcome since the TIP4P/2005 empirical potential is 
held to be one of the most accurate representations of water structure. 

The structural changes observed at high pressure (3.6 kbar) are characterized in revPBE-D3 by a) 
the number of hydrogen bonds in the first shell are nearly unchanged at approximately four, b) 
under ambient pressure the first-shell H-bonding arrangement is approximately tetrahedral 
whereas at high pressure this arrangement becomes significantly distorted, c) this symmetry 
distortion occurs as a fifth water starts to encroach upon the first shell through a non H-bonding 
interaction. 

A revised picture of Na+ hydration.   Continuing improvements in synchrotron-based x-ray 
optics and detectors offers opportunities to measure aqueous structure with unprecedented detail.   
The structure of hydrated Na+ was measured using both the high-resolution XRD technique 
described above and with a first-of-its-kind EXAFS study of aqueous Na+.  The results alter the 
established structural values for this system.   

Method 1 bar 3.6 kbar 
revPBE-D3 MOLOPT 0.033 0.048 
TIP4P/2005 0.078 0.072 
mW 0.052 0.184 
Experimental error 0.014 0.013 

Figure 1. Measured O-O pair distribution functions at 1 
bar and 3.6 kbar.  Comparisons are made with MD 
simulations from DFT (revPBE-D3 molopt) and from 
empirical (TIP4P/2005) interaction potentials. 

Table 1. χOO agreement factors (weighted sum of squares) between simulation and 
experiment for the three MD models studied over the range 0 < r < 10 Å (lower is better 
agreement). The mW (Moore and Molinero) method is another empirical potential. 
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The EXAFS spectrum has not previously been evaluated for aqueous Na+ because of the many 
factors limiting the data quality during acquisition of EXAFS spectra at low X-ray energies (1 
keV).  These include achieving constant high x-ray flux at the sample, stable beam position, 
harmonic-free beam, stable sample detectors and finally properly accounting for the strong X-ray 
absorption by the sample. The combination of a very high-flux, low-energy undulator source, an 
improved X-ray monochromator, as well as an improved detector has allowed the acquisition of 
high-quality EXAFS spectra sufficient for a quantitative treatment of the higher-order scattering 
paths that are required to determine the Na+ aqueous structure. The method also involves using a 
low-Z EXAFS cell that incorporates 200 nm thick Si3N4 x-ray transmission windows to contain 
the flowing liquid in a high-vacuum chamber. 

Figure 2 shows the XRD and the EXAFS spectra for 6 m NaCl and reports their measured first-
shell Na-O distances of 2.38 and 2.35 Å, respectively.   These distances are substantially shorter 
then the accepted literature value of about 2.44Å and the measurements show that the first-shell 
waters are significantly more ordered than expected.  These new results are especially important 
given the huge role of aqueous Na+ in biochemical and geochemical systems. 
We have previously shown that DFT-based simulations predict ion-water structure with very 
high fidelity for divalent cations (e.g. transition metals).  The DFT-based simulations accurately 
represent the repulsive part of the pair potential that mostly dominates the structural interaction 
of water with di- and tri-valent cations. There is however a known difficulty with monovalent 
cations.  Figure 2 also compares the experimental structure with the simulated structure using 
either DFT (revPBE) or empirical (SPC/E) potential models.  The Na-O structure from the DFT 
simulation is too disordered and at a substantially longer Na-O distance than the experimental 
value.  The classical potential reasonably captures the experimental structure.   The current 
hypothesis is that small DFT errors in describing the shape and depth of the attractive well of the 
Na/water pair potential become especially important for monovalent ions. The challenges of 
using DFT-based methods for monovalent cations is currently an area of active study. 

Figure 2. XRD (left) and EXAFS (right) measurement of gNaO(R) compared to simulated values from DFT and 
from SPC/E models.  The measured XRD spectrum also contains the structural contribution from Cl-O 
interaction of water hydrating the first solvent shell about Cl-. 
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Future Plans 
 
The objective is to gain a fundamental understanding of the molecular structure that 

provides the basis for understanding ion chemistry and dynamics.  We propose exploring ion-
water structure for systems in which the local structure has not yet been measured or the 
structure is not yet fully understood.  Our goal is to identify the underlying structural factors that 
govern the macroscopic properties of ions that have so far eluded a comprehensive theoretical 
treatment. The proposed work also involves a comprehensive study of ion pairing in 
concentrated solutions and at high temperatures. The objective is to describe how the ion pair 
structure is governed by a range of different types of solvent interactions. 
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Program scope 

Our studies aim to provide a molecular-level understanding of processes that can improve 
efficiencies of alternative sources of energy, such as those found in dye-sensitized solar cells. In 
particular, the mechanisms and molecular requirements for efficient exciton multiplication 
through singlet fission will be explored using high-resolution anion photoelectron (PE) 
spectroscopy.  More specific aims are (1) to probe the evolution of the electronic structure as a 
function of cluster size to understand singlet fission in crystals, (2) to explore the relationship 
between the nature of linkers and the electronic structure in covalently-bonded chromophore 
dimers, and (3) to highlight the differences, including exciton delocalization and the effects of 
solvent interactions, between the crystalline species and the isolated covalently-bonded dimers. 

The electronic states of organic chromophore clusters and covalently-bonded dimers will 
be probed via PE spectroscopy of mass-selected anion precursors.  Starting from the radical 
anion with a doublet ground state, all the low-lying singlet and triplet states of the neutral 
molecule that involve removal of a single electron can be accessed via one-photon 
photodetachment.  Therefore, with the exception of the doubly excited state, all the electronic 
states relevant to singlet fission are accessible on equal footing in our experiments.  This makes 
PE spectroscopy an ideal method for probing the couplings present between these states.  Using 
anions also provide the added advantage of mass selection, which is crucial for studying the 
behavior of singlet fission as a function of cluster size.  To extract precise information about the 
electronic state energies and couplings, it is important to obtain well-resolved PE spectra.  This 
can be achieved by using the slow electron velocity-map imaging (SEVI) technique which 
combines velocity-map imaging (VMI) detection with tunable lasers to yield PE spectrum with 
sub-meV resolution.  Additionally, we can reduce temperature related resolution limitations by 
collisionally cooling the anions to ~10 K in a cryogenic radio-frequency ion trap prior to laser 
photodetachment.  Comparisons of the different chromophore systems can reveal the electronic 
interactions responsible for the observed differences in their singlet fission efficiency.  The 
results can also be used to benchmark theoretical methods.  
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Progress 

Since the start of this program in July 2013, we have designed and built the cryogenic 
SEVI apparatus shown schematically in Figure 1.  The experimental setup is equipped with both 

a heated oven expansion discharge source and an electrospray ionization source.  The anions 
generated by either source are guided through differential pumping regions into a cryogenic ion 
trap using homebuilt RF ion guides.  Inside the quadrupole ion trap, the anions are cooled via 
collisions with helium buffer gas.  Residence time inside the trap is typically 50-90 ms to ensure 
temperature equilibrium before the anions are gently extracted into a linear time-of-flight mass 
spectrometer, which has a resolution of m/ m ~800.  A pulsed re-referencing scheme allows 
only the anions with a specific mass into the VMI region where they are intersected with the 
gently focused output of a tunable pulsed UV-Vis laser.  Photoelectrons, velocity focused by the 
VMI optics, are mapped onto a detector assembly consisting of imaging quality micro-channel 
plates and a phosphor screen.  The resulting image is captured by a 2048x2048 pixel camera 
triggered by the time-of-flight timing, providing both the conventional PE spectra via angular 
integration as well as anisotropy information on the individual vibronic transitions.  The 
construction of the instrument was completed in the spring of 2015 and we are currently fine-
tuning it, i.e. developing the ion sources for stable production of radical anions and optimizing 
SEVI imaging resolution.  Plans are in place to install a reflectron in the time-of-flight region to 
incorporate additional capability of acquiring infrared spectra of the anions via cryogenic 
infrared vibrational predissociation spectroscopy.   

To carry out the proposed experiments, we have redesigned the SEVI VMI setup to allow 
for better focusing and less noise operations.  A schematic of the new design is shown in Figure 
2.  A series of 40 evenly spaced plates extend the entire VMI region, giving us a well-defined 
electric field environment, while two layers of mu-metal shielding encase the entire electrode 
stack.  The electrodes are resistively coupled (or grounded) with only three adjustable voltage 
parameters.  One of the voltage remains fixed to define the forward kinetic energy of the 
electrons.  VMI focus is determined by adjusting the other two voltages, where one corrects the 
energy aberration and the other brings the focal plane onto the detector.  Therefore, the day-to-
day operation of this VMI is not more difficult than the traditional three-plate VMI, while the 

 
 

Figure 1. Schematic of the experimental setup, which includes two 
different anion sources, a cryogenic ion trap for cooling the anion, 
a TOF mass-spectrometer for mass-selection, and a slow 
photoelectron VMI spectrometer.  Also shown is the untransformed 
VMI image of S- anion, acquired at 565 nm.  The three spin-orbit 
states of S can be seen, as well as two faint hot bands. 
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conditions of operation should be more forgiving.  During the designing process, we found that 
the best VMI focus across the image is achieved when the photoelectrons are formed on a 
slightly curved electric field line, which is difficult to obtain against a flat repeller plate.  Hence, 
we replaced the repeller plate with a series of open plates which can provide a smooth gradient to 

give the right curvature at 
the interaction region.  The 
VMI focus is also dictated 
by the physical width of the 
laser beam because the 
electrons are formed on a 
sloping electric field.  By 
stretching out the extraction 
region, we can provide a 
gentler sloping field, and 
therefore minimize the 
blurring effect from the laser 
beam width.  Figure 3 shows 
a series of PE spectra of Br- 
anion, acquired with the 
same VMI settings at 
various photon energies.  
The widths in pixels are 
consistent for all the peaks 
despite their ~0.5 eV 
difference in energy.  This 
should give us a wider range 

of the image where the focus is optimal.  Work is currently underway to further improve the 
optimal focus of the VMI setup.  Finally, our design should also minimizes the “noise” electrons 
formed from the electrodes when the laser energy is higher than the work function of stainless 
steel.  Notably the electrodes near the interaction region are open, minimizing the surface area 
exposed to stray photons.  This aspect is particularly important when studying the excited states 
of the polyacene molecules, which typically require photons with energies greater than 4 eV.     

 
Figure 3:  SEVI spectra of Br-, demonstrating the consistency of the 
VMI focus for electrons with various eKE.  The highest energy peak 
here correspond to eKE = 4115 cm-1.  The center image is the 
inverse Abel transformed image of the green spectrum. 

 
 
Figure 2: Schematic of the aberration corrected SEVI VMI setup.  For the simulated electron flight 
path, 0.1 eV electrons are shown in black, 0.4 eV electrons are shown in green.  The electric field 
lines are shown in red. 
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Concurrent to implementing the new VMI design, we also began investigating the 
formation of the polyacene radical anions.  The difficulty here lies in its unstable nature and its 
relatively low electron affinity.  Three approaches are being tested.  First, a strong reducing agent 
is added to polyacene solution, where a faint color change can be observed indicating the 
polyacene has been reduced.  Electrospray of the reduced solution has yielded radical anion 
signals, however source conditions need to be optimized for signal stability.  The other method 
utilizes electrochemistry to controllably reduce the polyacene species, many of which has 
known, albeit high, redox potentials.  We have successfully interfaced an electrochemical flow 
cell to the electrospray source, making it feasible to extend its use to the polyacenes.  Finally, 
we’ve designed and built an oven discharge source, which has a proven record of producing a 
variety of radical anions.  We are currently working on interfacing such an effusive beam source 
with the RF ion guides.  

Lastly, we 
have successfully 
tested the cooling 
capability of our 
instrument by 
acquiring the SEVI 
image of deprotonated 
anthracene anion at 
room temperature and 
at 10K.  The results 
are shown in Figure 4.  
The advantage of 
using cooled anions is 
immediately obvious 
from the quality of the 

images.  Notably, the amount of internal energies available in these molecules at room 
temperature is quite significant, severely degrading the spectral resolution.  This would only 
worsen for the large polyacenes, making cooling absolutely vital for the experiments. 

Future plans 

Our immediate plan in the next year is to complete the testing of the cryogenic SEVI 
apparatus.  Specifically, improved energy resolution and ease of use will be demonstrated with 
atomic and simple molecular anions.  Additional changes will be made to further minimize 
“noise” electrons at high photon energies.  We will also determine the conditions required for 
coupling the electrospray source with chemical and electrochemical reduction processes and 
optimize the oven discharge source.  We aim to acquire the well-resolved PE spectra of 
anthracene and tetracene anions, as well as the dimers of these species in the next year.  We will 
probe the ground states of the neutral species to validate our experimental and theoretical 
techniques.  After which, we will focus our studies on the low-lying excited states that are 
relevant in the singlet fission process.  The analysis of the results will be aided by infrared 
spectroscopy of the radical anions which can be acquired using our CIVS instrument. 

 
Figure 4.  SEVI image of deprotonated anthracene acquired at room 
temperature (left) and at 10K (right).  
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Program Scope 
A significant gap exists between basic studies of molecular chemical physics and the operation of 
real devices and natural systems. This program comprises nascent efforts to establish the chemical 
methods and insight that will enable understanding of systems that are profoundly complex in 
composition, heterogeneity, preparation, and organization. The problems are multifaceted, and the 
case studies span a broad range of materials and behaviors. But a long-term unifying theme runs 
through these efforts: transitioning from the chemical physics of precisely specified model systems 
to transformations within the disordered and incompletely controlled environments that feature in 
energy applications.  
 
Applying novel methods of theory and numerical simulation, Chandler’s research group seeks to 
understand dynamics at soft interfaces, especially those of water, and the emergent phase behavior 
of water and other materials, sometimes driven to extreme conditions and far from equilibrium.  
Ahmed probes chemistry of liquids, surfaces and interfaces under various environments, coupling 
novel reactors to mass spectrometry, lasers and X-ray spectroscopies. Saykally’s group uses liquid 
microjet technology to study the details of water evaporation and CO2 dissolution without the 
obfuscating effects of condensation that have plagued previous studies. A new effort by Geissler’s 
and Chandler’s groups will focus on the dynamics of self-assembly, clarifying the time-dependent 
organization of molecular and nanoscale components into spatial patterns that promote new kinds 
of chemical reactivity. 
 
Recent Progress 
Recent work from Chandler’s group illustrating the importance of interfacial fluctuations include 
a numerical study of water evaporation using the method of transition path sampling, an analysis 
of hydrophobic effects at the water-oil surfaces and of pre-melting at the water-ice interface.  These 
studies and associated treatments of coarsening and phase behaviors are challenging because 
relaxation of interfacial fluctuations extend over a broad range of time scales. The slowest 
processes are associated with vitrification and the formation of various amorphous ice phases. 
 
Saykally’s group has quantified the water evaporation coefficient (0.6), which has been highly 
controversial, and is a critical parameter in models of climate and cloud dynamics.  Ammonium 
sulfate, the most common ionic solute in atmospheric aerosols, was shown to have no statistically 
significant effect on the rate, whereas sodium perchlorate effected a 25% reduction. The presence 
of acetic acid-a surface active component of natural aerosols- was likewise shown not to effect 
significant changes in the evaporation rate. Most recently, we have determined that addition of up 
to 0.5M concentrations of HCl has similarly negligible effects on the rate(unpublished). Using 
newly developed liquid microjet mixing technology, the first X-ray absorption spectra of aqueous 
carbonates, including the short-lived carbonic acid species itself, have been measured as a function 
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of pH to characterize the evolution of electronic structure and hydration structure of carbonate, 
bicarbonate, carbonic acid and dissolved CO2. 
 
The chemical composition of melanin was elucidated by Ahmed using synchrotron based 
photoionization mass spectrometry in conjunction with statistical analysis which allowed 
correlation of color with chemical structures. Secondary Ion Mass Spectrometry (SIMS) in 
combination with FTIR spectroscopy was employed to study the gas plasma flux on endotoxin 
lipid A film. This study shows that lipid A film deactivation is sensitive to the magnitude of 
reactive species flux. The extent of surface modification appears to be significantly different under 
low and high flux conditions and a chemical model was proposed to explain this effect.  The growth 
mechanisms of Ag nanoparticles controlled by plasmon-induced charge transfer in Ag-TiO2 films 
were explored via electron and optical imaging and numerical simulation. 

Geissler’s group has explored the extension of path sampling techniques to the long and highly 
chaotic trajectories characteristic of self-assembly. This approach leverages and extends 
simulation tools developed in the context of barrier-crossing dynamics, e.g., chemical reactions. 
As a unique goal, we seek capabilities to sample trajectories beyond those representative of 
average behavior. These rare but important pathways foreshadow dramatic susceptibilities to 
external fields and also provide practical guidance in searching for combinations of control 
parameters that foster successful ordering. As a step towards this end, we have identified a class 
of techniques that hold promise for importance sampling of long assembly trajectories, explaining 
as well why other approaches suffer from problematically low acceptance probabilities. 
 
Future Plans 
A new direction in this program is to perform mass spectrometry under ambient conditions to 
probe chemistry of surfaces and interfaces under aqueous environments. This is achieved via Drop 
Desorption Electrospray Ionization (Drop-DESI) where a liquid junction (drop) is scanned across 
a surface of interest. Very recently, an ion trap mass spectrometer has been procured to enhance 
capabilities in sensitivity and is able to analyze ions generated from various ion sources. The ability 
to sample under ambient conditions allows the possibility to probe chemical reactions on surfaces. 
Here we propose to build microfluidic reactors, where pH, temperature and chemical constituents 
can be changed, and Drop-DESI by rastering over the surface could probe chemical change.  
 
A second thrust would be to use the liquid junction drop as a reactor itself. Reactants will be 
introduced into a microdroplet (100-500 m diameters) at constant linear speeds (i.e. adjustable 
flow rates in volume/time). Tunable IR lasers and X-ray synchrotron radiation will be focused on 
the droplet for absorption type measurements. The outgoing capillary will differentially pump the 
liquid droplet to an electrospray unit and into the mass spectrometer. Product evolution will be 
monitored via mass spectrometry, while transient intermediates will be captured either by 
vibrational or electronic spectroscopy. Preliminary experiments of the reaction of 1 nm palladium 
nanoparticles encapsulated within generation 4 hydroxylated PAMAM dendrimers with a strong 
oxidizing agent, iodobenzene dichloride has been probed via mass spectrometry and X-ray 
absorption spectroscopy directly in solution (Figure 1). In collaboration with scientists at PNNL, 
a System for Analysis at the Liquid Vacuum Interface (SALVI) device is being incorporated for 
interrogation with mass spectrometry and X-ray spectroscopy to provide a window to probe liquids 
in a high vacuum environment. 
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Saykally plans to complete a detailed study of water evaporation rates as a function of pH, 
comparing solutions of HCl and NaOH, as a means of addressing the controversial interfacial 
behavior of hydrated protons and hydroxide, respectively. We will further perfect microjet-based 
mixing system for generating short lived species, e.g. carbonic acid, in liquid microjets for study 
by X-ray spectroscopy. We will apply this technology to the study of hydration and hydrolysis of 
carbon dioxide, nitrogen oxides, and sulfur oxides, including temperature dependence. We also 
plan to construct a new endstation designed to use our liquid microjet mixing technology to address 
the carbonate system via X-ray photoelectron spectroscopy (XPS), in collaboration with LBL 
beamline scientists.  While XAS probes the empty orbitals of a system, XPS probes its filled 
orbitals, providing complementary details of electronic and geometric structure and hydration.  We 
will study the properties of aqueous carbonic acid, and its interactions with Ca2+ and Mg2+ ions, as 
well as other salts.  Fundamental insights gained from these studies are expected to facilitate the 
development of CO2 sequestering schemes based on saline aquifer burial.  Similar investigations 
of nitrogen and sulfur oxides will be explored. 
 
Chandler’s and Geissler’s groups plan to pursue new fundamental studies of self-assembly. A 
range of model systems, from the realistic (e.g., the sedimentation of polyhedral nanocrystals in 
aqueous solution) to the idealized (e.g., the emergence of flower-like patterns from a binary system 
of disks in two dimensions), may be examined in support of their overarching goal – to develop 
computational tools, theoretical perspectives, and physical insight for understanding the patterned 
aggregation of molecularly structured components in strongly fluctuating environments. One 
strategy is to construct long trajectories in gradual stages from shorter trajectory slices that each 
connect a small number of metastable intermediates. These partial transition paths can therefore 
be sampled efficiently with standard path sampling tools. In order to focus attention on productive 
segments of time evolution, we impose constraints on complete reconstructed pathways, which 
must connect initial and final states. By exploiting the natural segmentation of slow dynamics in 
complex systems, we in effect turn the central hurdle of TPS into an asset. Landscapes for self-
assembly can be explored more deeply by exerting biases on trajectory sampling other than, or in 
addition to, the constraint of successful ordering, focusing attention on revealing dynamics whose 
statistical weight is negligible in the ensemble of typical aggregation pathways. 

Chandler also plans coarse-grained modeling of coarsening and grain-boundary structures, and at 
order-disorder transitions in membranes and the role of those transitions on the forces that organize 
clustering of trans-membrane particles.   
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Program Scope
The chemistry and physics of electronically excited solids and surfaces is relevant to the fields of 
photocatalysis, radiation chemistry, and solar energy conversion. Irradiation of solid surfaces by 
UV, or higher energy photons, produces energetic species such as core holes and free electrons,
that relax to form electron-hole pairs, excitons, plasmons, and other transient species capable of 
driving surface and bulk reactions. The interaction between light, metals and insulators is 
fundamentally important in catalysis, microelectronics, sensor technology, and materials 
processing. Photostimulated desorption studies, of atoms or molecules, provide a direct window 
into these important processes and are particularly indicative of electronic excited state dynamics.
Greater understanding is gained using a combined experiment/theory approach. We therefore use
ab initio calculations to model results from our laser desorption and photoemission experiments. 
The interaction between light and metal nano objects can lead to intense field enhancement and 
strong optical absorption through excitation of surface plasmon polaritons. Such plasmon 
excitation can be used for a variety of purposes such as ultrasensitive chemical detection, solar 
energy generation, or to drive chemical reactions. Large field enhancements can be localized at 
particular sites by careful design of nanoscale structures. Similar to near field optics, field 
localization below the diffraction limit can be obtained. The dynamics of plasmonics excitations 
is complex and we use finite difference time domain calculations to model field enhancements 
and optical properties of complex structures including substrate couplings or interactions with 
dielectric materials. 

Approach:
We are developing a combined photoemission electron microscopy (PEEM) and femtosecond 
laser approach to probe plasmonic nanostructures such as solid metal particles or lithographically 
produced nanostructures such as such as gratings, trenches, or nanohole arrays. We then correlate
PEEM images with scanning electron microscopy or surface enhanced Raman spectroscopy (or 
the spatially resolved tip-enhanced implementation). Finite difference time domain (FDTD) 
calculations are used to interpret field enhancements measured by the electron and optical 
techniques. The effects of extreme electric field enhancement on Raman spectra is investigated 
using plasmonic nanostructures constructed from a metal nanoparticles or metal covered atomic 
force microscopy (AFM) tips on thin film metal/silica substrates. The Raman scattering from 
molecules positioned between these structures show greatly enhanced scattering and often highly 
perturbed spectra depending on nanogap dimensions or whether a conductive junction is created
between tip and substrate. In photodesorption studies, photon energies are chosen to excite 
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specific surface structural features that lead to particular desorption reactions. The photon energy 
selective approach takes advantage of energetic differences between surface and bulk exciton 
states and probes the surface exciton directly. We measure velocities and state distributions of
desorbed atoms or molecules from ionic crystals using resonance enhanced multiphoton 
ionization and time-of-flight mass spectrometry. Application of this approach to controlling the 
yield and state distributions of desorbed species requires detailed knowledge of the atomic 
structure, optical properties, and electronic structure. We have demonstrated surface-selective 
excitation and reaction on alkali halides and generalized our exciton model to oxide materials and 
shown that desorbed atom product states can be selected by careful choice of laser wavelength, 
pulse duration, and delay between laser pulses.

Recent Progress 
Nonlinear PEEM of isolated nanoholes in gold thin films map propagating surface plasmons
(PSPs) launched from the lithographically patterned plasmonic structures. Individual holes 
constitute an efficient and fundamental light coupling structure in metal substrates that are easily 
produced and combined into more complex structures. For hole diameters ranging from 200 nm 
to several microns, we found that PSPs generated by 780 nm low-angle 15 fs laser pulses exhibit 
elongated ring-like interference patterns surrounding the hole. A notable agreement between 
finite difference time domain simulations and experiment corroborates our assignment of the 
observed photoemission patterns to PSPs launched from isolated nanoholes and probed through 
nonlinear photoemission. Systematically increasing hole diameter enhanced the efficiency of near 
field emission, as described by a simple and intuitive geometrical model, which accounts for the 
observed and simulated diameter dependent plasmonic response. This effort paves the way for 
designing nanohole assemblies where optical coupling and subsequent plasmon propagation can 
be rationally controlled. 

We extended our above approach to nanohole arrays lithographically patterned in gold thin films.  
Again, PEEM was used to map PSPs launched from various array structures. Strong near field 
photoemission patterns are observed in the PEEM images and recorded photoemission patterns 
are attributed to constructive and destructive interferences between PSPs launched from the 
individual nanoholes which comprise the array. In examining the nanohole array geometry-
dependent photoemission patterns, we find that the launched propagating SPPs can be 
manipulated and focused by changing the separation between the nanoholes. We then 
demonstrated how varying the array geometry (hole diameter, pitch, and number of 
rows/columns) leads to intense localized photoemission and identified optimal array geometries 
for efficient light coupling and interferometric plasmonic lensing. We concluded that the focal 
lengths of the array-based interferometric plasmonic lenses can be tuned by varying the incidence 
angle and wavelength of the driving laser field and that the overall efficiency of the lenses can be 
controlled by changing the nanohole diameters and by varying the row and column numbers of 
the nanohole array. With the aid of finite-difference time-domain simulations, optimal 
interferometric focusing of propagating SPPs can be achieved. We then demonstrated a 
preliminary application of inteferometric plasmonic lensing by enhancing the photoemission from 
the vertex of a gold triangle using a nanohole array coupling and focusing element.

We recorded time-resolved nonlinear photoemission electron microscopy (tr-PEEM) images of 
propagating surface plasmons launched from a lithographically patterned rectangular trench on a 
flat gold surface. Our tr-PEEM scheme involves a pair of identical, spatially separated, and 
interferometrically-locked femtosecond laser pulses. The use of spatially and temporally offset 
pump and probe pulse pairs allows the determination of the plasmon group velocity (0.95c).  
Using a combination of tr-PEEM and FDTD simulations, we determined that the upper limit 
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for the 1///////// decay length of the plasmon field is 88 m. Power dependent PEEM images provide 
experimental evidence for a sequential coherent nonlinear photoemission process, in which one 
laser source launches a PSP through a linear interaction, and the second subsequently probes the 
PSP via two-photon photoemission. The recorded time-resolved movies of a PSP allow us to 
directly measure various properties of the surface-bound wave packet, including its carrier 
wavelength (783 nm) and group velocity In addition, tr-PEEM images reveal that the launched 
PSP may be detected at least 250 microns away from the coupling trench structure. The 
experimentally measured PSP properties demonstrate that surface plasmons propagating on 
nominally flat gold surfaces may potentially be harnessed for use in mesoscale plasmonic 
devices, chiefly incorporated into plasmonic circuits of a few hundred microns in size.

Future Plans
Future plans include extending time-resolved non-linear PEEM studies which offers both 
nanometer spatial and fs time resolution. It should be possible to capture spatially resolved field 
enhancement, and subsequent decay dynamics, following 800 nm fs laser excitation. Using 
PEEM we have measured plasmonic enhancement factors, without the presence of a molecular 
emitter as in surface enhanced Raman scattering (SERS). We now have the tools needed to 
correlate field enhancement with SERS and the tip enhanced version (TERS) response and by 
adding time-resolved PEEM (stabilized using a recently constructed Mach-Zhender 
interferometer) the path opens to an entirely new set of measurements capable of correlating
structure and dynamics of a variety of designer plasmonic constructs (e.g. gaps between surface 
structures drawn by focused ion beam lithography or between AFM tip and surface structure).
The inclusion of helium ion lithography into our arsenal, now allows sub 10 nm structures to be 
fabricated enabling correlated femtosecond PEEM with transmission electron microscopy (TEM) 
and tip-enhanced Raman spectroscopy to study plasmon resonant photoemission from noble 
metal nanostructures and time-resolved PEEM to probe dynamics of metal and hybrid 
(metal:insulator or meta material) nanostructures. We will interrogate such metal-insulator 
systems using a variety of advanced techniques including: x-ray and ultraviolet photoelectron 
spectroscopy (XPS, UPS) femtosecond nonlinear photoemission, PEEM, SERS, TERS, TEM 
(and energy resolved variants) for spatially-resolved Raman and EELS spectroscopy.
Femtosecond time-resolved PEEM can reveal spatially resolved ultrafast dynamics and is a 
powerful tool for studying the near-surface electronic states of nanostructures or plasmonic 
devices. We have recently developed capabilities to perform energy-resolved two-photon 
photoemission using a hemispherical analyzer XPS instrument. In combination we expect these 
two techniques will provide spatially-resolved electronic state dynamics of nanostructured metal-
insulator materials.
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Program Scope: 

 

This project focuses on the understanding of the nature of the chemical bonds and 
interactions through single molecule spectromicroscopy using the newly developed inelastic 
tunneling probe (itProbe) with the scanning tunneling microscope (STM). It can be argued that 
chemistry is dictated by the outer electron densities of the interacting molecules. The presence of 
an atom or molecule defines the potential energy surface in space. As two molecules approach 
each other, or when two atoms form a bond, the overall potential energy surface becomes 
modified from those of isolated entities. Specifically, itProbe provides an image related to the 
two-dimensional slice of the potential energy surface at a chosen height above the surface. 
Comparison of measurements to density functional theory (DFT) calculations gives insights into 
the origin of the contrast in the itProbe images by relating them to the potential energy surface of 
the composite CO-tip with the species adsorbed on the surface. Changes in the CO vibrational 
energy, intensity, and line shape trace back to variations in the electron density on the surface. 
Contrast in the itProbe image corresponds to contours of constant CO vibrational energy. The 
itProbe with the STM has the capability to resolve atomic scale variations in the potential energy 
surface. Changes in the electron density indicate electron rearrangement that can be used to 
define bonding and molecular interactions. These experiments with the STM would lead to an 
understanding of the inner machinery of single molecules that are not possible with other 
approaches, providing information on the electronic, vibrational, and structural properties, as 
well as the relation of these properties to the reactivity, chemical sensing, self-assembly, and 
other chemical interactions.  Results from these studies yield the molecular basis for 
understanding properties, processes, and phenomena in chemical and physical systems over 
different length scales from the atomic to macroscopic ensembles. The experiments rely on the 
unique properties of the STM operating at 600 mK. Results from this project provide new 
insights into surface chemistry and catalysis, environmental processes and energy generation, 
electronic processing and electron transport through molecules as in molecular electronics. 
  
Recent Progress: 

  
The most recent results obtained during the past year are described in this report, 

highlighting the spectroscopic imaging of the molecular structure and the nature of 
intermolecular interactions responsible for self-assembly. The arrangement of atoms in a 
molecule implicates its physical and chemical properties. The STM previously has provided 
spatially resolved electronic and vibrational signatures of single molecules. However, the spatial 
distributions of these signatures do not relate directly to the geometric structures of the 
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molecules. When a CO-terminated tip is scanned over adsorbed species, the energy, intensity, 
and line shape of the lowest energy vibration, the hindered translational mode of CO, show 
spatial variations, the origin of contrast seen in the itProbe images. These variations in the CO 
vibration are detected by inelastic electron tunneling spectroscopy (IETS) with the STM. Spatial 
imaging at a selected energy within the peak of the hindered translational mode of the CO-tip 
yields direct visualization of the skeletal structure of the molecule and intermolecular electron 
density rearrangement. The combined capabilities of the STM suggest the possibility of relating 
the structure (electronic, vibrational, and geometric) and function in chemistry. 

 
During this grant period, the itProbe was used to image 1,3-difluorobenzene (C6H4F2), 

hexafluorobenzene (C6F6), and benzene (C6H6) on Ag(110) surface. These results visualize 
halogen bonding that leads to intermolecular interactions responsible for self-assembly of 
ordered two-dimensional islands. The number and location of the fluorine atoms influence the 
nature of the intermolecular interactions that cause differences in the translational and rotational 
orders of the molecules within the self-assembly. An example of a self-assembled island of 1,3-
difluorobenzene in Fig. 1 shows clearly the locations of the two C-F bonds. The island shows 
translational order but orientation disorder due to the two C-F bonds. The intermolecular 

   

 
 

 
 
 
 
 

interactions are mainly hydrogen bonding between the F and the H and the less frequent halogen 
bonding between two F atoms due to the 1:2 ratio of F:H in each molecule. 
 
 When all the H atoms are replaced by F atoms, the self-assembly of C6F6 would not be 
expected because the electronegative F atoms around the molecule would suggest a repulsive 
interaction between the molecules. However, islands of C6F6 are formed with translational and 
rotational ordering of the molecules in each island. Indeed, a rich network of intermolecular 
interactions is revealed by the itProbe images. Instead of negative point charge depicting each F 
atom, the spatial distribution of the charge density in the C-F bond needs to be considered. 
Bonding of F to the C leads to a decrease of charge at the end of the F (sigma hole) due to charge 
sharing from F to the C atom and a concomitant charge accumulation around the equator of the F 
atom. This charge redistribution leads to favorable electrostatic interaction between two F atoms 
if the end of one F atom points to the side or the equator of the other F atom. Thus the two C-F 

Fig. 1: 1,3-difluorobenzene on Ag(110) showing the schematic molecular structure (leftmost top); 
itProbe image of the skeletal structure of the molecule (the two “ears” are the positions of the two C-
F bonds), (leftmost bottom); island of self-assembled molecules revealing the two “ears” in each 
molecule (second from left); the different types of bonds in the island are imaged by itProbe and are 
shown in the right half of the figure with schematic diagrams corresponding to the itProbe images. 
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bonds should deviate significantly from a linear geometry to optimize electrostatic interaction 
between the two C-F bonds. The itProbe image of the intermolecular interactions that lead to the 
self-assembly of C6F6 molecules is shown in Fig. 2. In addition, all six C-F bonds in each 
molecule are clearly revealed in each molecule. Side bonding between two C-F bonds is seen in 
the itProbe image, creating the rich intermolecular network that leads to translational and 
rotational order for molecules in the self-assembled islands. The molecules are all tilted at 11o 
from the vertical in order to optimize bonding and lowering of energy for the assembly. 

  
 

 
 
 
 

 
 Significant differences separate C6H6 from C6F6 (or C6H4F2) for benzene without 
fluorine. Self-assembly of C6H6 does not occur as clearly seen in Fig. 3 where molecules adsorb 
in isolation for similar coverages as the fluorinated benzene molecules. The lack of island 
formation suggests that the intermolecular interactions between C6H6 molecules are weak, 
certainly weaker than the interaction of each molecule with the Ag(110) surface. The C6H6 
molecules preferentially adsorb at step edges because the adsorption energy is higher. Structural 
images of C6H6 molecules obtained by itProbe provide new insights into the concept of the size 
and shape of molecules. For C6H6 adsorbed on the flat terrace of Ag(110) compared to the 
known molecular geometry, the skeletal structure shows a larger size and has the rectangular 
symmetry of the substrate surface. In contrast, a molecule at the step edge has a size close to the 
known structure of C6H6 and the expected hexagonal symmetry. The CO-tip maps out the spatial 
variations in the potential energy surface above the C6H6 that affect the vibrational mode of the 
CO. The potential energy surface is defined primarily by the C6H6 electron density and the 
associated potential energy surface. The itProbe images reveal that a benzene molecule has 

variable size and shape as seen by a CO molecule at a 
certain height above it. The itProbe senses changes in the 
CO hindered translational vibration that depends on the 
spatial variations in the potential energy surface defined 
predominantly by the adsorbed C6H6.   
 
 
 

 
 
 

 

Fig. 2: Self-assembly of an island of C6F6 with partial second layer formation (leftmost panel); 
zoom in of the first layer (second from left); zoom in further (STM topography); itProbe image of 
the bonds for 6 C6F6 molecules (itProbe Bond Image); schematic diagram showing intermolecular 
bonds in red dashed lines (Intermolecular Bonds). 

Fig. 3: Topographic (z) images of C6H6 molecules adsorbed 
on the terrace (top left panel) and step edge (top right 
panel), and the corresponding itProbe images (bottom 
panels) of single C6H6 molecules selected by the black 
squares in the z-images. The known skeletal structure of 
C6H6 is overlapped for comparison of size and shape. 
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The ability of the STM to image molecular structure is an important addition to its 
previously shown capabilities for manipulation and the determination of the electronic and 
vibrational properties. These results suggest opportunities to relate structure and function in 
chemistry at the single molecule level. 

 
Future Plans: 
 

The relationship among the molecular composition, structure, bonding, and reactivity is 
one of the central dogmatic principles in chemistry. The itProbe images the structure and 
bonding in single molecules and interactions between molecules that are responsible for the 
formation of larger molecular structures. Experiments are in progress to measure by the itProbe 
the size and shape of C6H6 on a substrate with a different symmetry, specifically Cu(111) to 
contrast with the Ag(110) substrate. The focus of future plans lies in elucidating the nature of 
traditionally classified bonds, specifically the ionic, covalent, coordination, hydrogen, and van 
der Waals bonds. In addition, using the itProbe, it has been possible to reveal unexpected 
interactions between atoms, particularly when one of the participating partners is a H atom. The 
lightest element exhibits notoriously quantum mechanical properties and a H atom has been 
imaged to be shared in multi-centered bonds. Specific systems for investigation in the future 
plans include azulene, isocyanides (e.g. 1,4-phynylene diisocyanide), and NaCl. 
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Development of Approaches to Model Excited State Charge and Energy Transfer in 
Solution 
 
Lead PI: Christine Isborn, University of California Merced 
PI: Aurora Clark, Washington State University 
PI: Thomas Markland, Stanford University 
 

The aim of this recently funded project (started 9/1/2015) is to develop accurate and efficient 
theoretical methods to compute ground and excited states, as well as the ability to treat the dynamics of 
electrons, protons, and excitations in the presence of solvent fluctuations occurring over a range of time-
scales. To address such a challenge requires accurate and efficient methods to compute ground and 
excited states, as well as the ability to treat the dynamics of electrons, protons, and excitations in the 
presence of solvent. This project aims to provide a unified approach to treat these processes in large 
chemical systems by creating a highly scalable computational approach that accurately and efficiently 
computes electronic ground and excited states.  

This project will involve the development by Isborn of the GPU accelerated time-dependent 
density functional theory code within TERACHEM. The speed-up of the computations allows 
TERACHEM to perform fully quantum mechanical ground and excited state calculation on molecules of 
unprecedented size (~10,000 electrons). The convergence of excited state properties and how they may 
differ from those of the ground state will be examined, QM/MM interfaces will be tuned for better 
agreement with experimental hydration free energies and aqueous absorption spectra, TDDFT functionals 
that are accurate for large-scale aqueous excited state calculations (including explicit solvent) will be 
determined, and the real-time TDDFT method will be benchmarked and developed to provide a more 
accurate and efficient fully ab initio model for electron transfer dynamics.  

This will be combined with Markland’s work to treat the quantum dynamics of nuclei on single 
adiabatic surfaces, via the ring polymer molecular dynamics (RPMD) approach, and also for 
electronically non-adiabatic processes via techniques based on combining semiclassical trajectory-based 
approaches with those based on direct evolution of the reduced density matrix. This project will further 
develop Markland’s recent method to treat nonadiabatic dynamics in which the reduced density matrix is 
evolved by using a semiclassical approximation within a generalized quantum master equation (GQME) 
framework. The major advantage of using semiclassical approaches to directly evolve the reduced density 
matrix in this way is that the problem of calculating the long time evolution of the quantum system, i.e. 
the motion of the proton and electron states, is mapped onto a series of short time trajectories. Hence this 
approach (i.) takes advantage of the short time accuracy of semiclassical trajectories (ii.) reduces the cost 
of each trajectory and the cost due to failure of any particular trajectory (iii.) allows for mass 
computational parallelization of the trajectories.  

Clark will utilize recently introduced methods that use data analytics techniques to decompose the 
roles of ultrafast processes from longer scale organizational features, which can be used in conjunction 
with Markov chain models to elucidate the role of solute-solvent organizational structure in the dynamics. 
To fully realize the effects of solute-solvent coupling upon reactivity, a detailed understanding of the 
multiscale dynamics and correlations between solute and solvent motion must be also invoked. Thus, new 
data analytics techniques of Clark are needed that decouple ultrafast processes from longer scale 
organizational features, which can be used to understand free energy landscapes that include solute-
solvent structure. 

By integrating these methods, a hierarchical computational approach for solution phase reactions 
will be obtained. The research targets improved accuracy for ground and excited states in aqueous 
solution, with a specific focus on excited state proton transfer, electron transfer (ET) and proton coupled 
electron transfer (PCET) reactions. Modeling of excited states in solution is necessary for studying 
photoinitiated PCET and heterogeneous/homogeneous photocatalysis, as well as other energy transfer 
related processes. 
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The results will provide more accurate and efficient theoretical models for solution phase 
reactions that will be used to achieve a deeper understanding of the role of solvent and hydrogen bonding 
in excited state and electron transfer processes. The development and combination of these computational 
approaches will enable the broader computational community to access solution phase reactivity at an 
unprecedented level of chemical complexity, and thus true predictive models will be developed that aid in 
experimental interpretation and the rational design of solution-mediated processes.  
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Program Scope 
 
 Our objective is to develop realistic theoretical models for molecule-metal interactions 
important in catalysis and other surface processes.  The dissociative adsorption of molecules on 
metals, Eley-Rideal and Langmuir-Hinshelwood reactions, recombinative desorption and sticking 
are all of interest.  To help elucidate the experiments that study these processes, we examine how 
the reaction dynamics depend upon the nature of the molecule-metal interaction, as well as 
experimental variables such as substrate temperature, beam energy, angle of impact, and the 
internal states of the molecules.  Electronic structure methods based on Density Functional 
Theory (DFT) are used to compute each molecule-metal potential energy surface (PES).  Both 
time-dependent quantum scattering techniques and quasi-classical methods are used to examine 
the reaction dynamics.  Effort is directed towards developing improved quantum methods that can 
accurately describe reactions, as well as include the effects of temperature (lattice vibration) and 
electronic excitations.   
 
Recent Progress  
 

The dissociative chemisorption of methane on a Ni catalyst is the rate-limiting step in the 
chief industrial process for H2 production.  This reaction, where a single C-H bond breaks, 
leaving CH3 and H fragments bound to the surface, has a high barrier and a correspondingly small 
dissociative sticking probability that increases exponentially with collision energy below 
saturation.  The reaction has an unusually strong dependence on the temperature of the substrate, 
and is also enhanced by vibrational excitation of the methane, but in a non-statistical fashion. 
Much of our recent work has focused on this reaction in an attempt to understand how methane 
reactivity varies with the temperature of the metal, the translational and vibrational energy in the 
molecule, and the properties of the metal surface. Using DFT to locate the transition state on 
several Ni and Pt surfaces, we find that vibrational motion of the metal atom over which the 
molecule dissociates changes the height of the barrier to dissociation.  From this we have 
developed models that accurately introduce the effects of lattice motion (substrate temperature) 
into our scattering calculations.  We describe the reaction dynamics using a fully quantum 
approach based on the Reaction Path Hamiltonian (RPH).  Our PES is harmonic for small 
displacements away from the reaction (or minimum energy) path, and if we ignore anharmonic 
terms for larger displacements, we can use DFT to compute a reasonably accurate PES that 
includes all 15 molecular degrees of freedom.  We expand the total wavefunction in the adiabatic 
vibrational states of the molecule, and evolve it in time. We have used this approach, based 
entirely on ab intio data, to elucidate experimental studies of methane dissociative adsorption by 
the Utz (Tufts) and Beck (EPFL) groups on Ni(100), Ni(111), and Pt(110)-(1x2), with much 
success. 

 

59

CPIMS 11



Recent experimental studies of CH4 dissociation on Pt(111) by the Beck group show that 
the saturation coverage of CH3 on the surface increases with both the translational energy and 
vibrational excitation of the incident molecule.  We used DFT to examine how the dissociation 
barrier is modified by the presence of chemisorbed H and CH3 fragments, finding that this barrier 
increases as the surface coverage of reaction products increases [1].  Using these results, we 
developed kinetic models that were able to reproduce and explain the saturation behavior 
observed in the experimental uptake curves, publishing a joint paper with the Beck group [1].  In 
another study, we used a purely classical RPH to examine methane reactions on Ni(100) and 
Ni(111) [2].   First, we showed that the perturbative assumptions made in our quantum RPH 
model are valid.  Second, we showed that classical trajectory methods overestimated the reaction 
probability of molecules in the ground vibrational state at lower energies, due to an unphysical 
flow of zero point energy within the molecule [2].   

 
In collaboration with the Kroes group (Leiden) we have used AIMD, ab initio molecular 

dynamics, to study methane dissociation on moving Pt(111) and Ni(111) surfaces.  In AIMD, one 
computes the instantaneous forces on the particles “on the fly”, using DFT in our case, 
eliminating the need to construct approximate many-dimensional PESs.  This is a collaboration 
with the Beck and Utz groups, who are performing experiments on these metal surfaces at high 
energies, where classical methods should be accurate.  The first set of studies, on Pt(111), verified 
that our sudden treatment of molecular motion parallel to the surface was accurate[4].  It also 
confirmed that reactions at lower energies occurred close to the top sites, where the barriers were 
lowest.  These studies allowed us to benchmark the accuracy of our DFT-based PES, confirming 
that the barrier was too low, as suspected.  Finally, this work suggested that our treatment of 
molecular rotation could be improved. We explored methods for doing this in a subsequent paper 
[5].  In particular, we showed that a sudden treatment of molecular rotation was easily 
implemented, leading to better results.  New AIMD results for Ni(111) were shown to be 
consistent with our earlier work.  We also significantly expanded our basis set and coupling 
order, demonstrating full convergence for our RPH-based approach [5]. 

 
Exciting the vibrational modes of methane can significantly enhance reactivity.  This 

increase, relative to that from putting the same amount of energy into translational motion, the so-
called efficacy, is different for different vibrational modes, as well as for the same mode on 
different metal surfaces. We showed that on Ni(100) the symmetric stretch significantly softens at 
the transition state and is strongly coupled to the reaction coordinate.  As a result there is a large 
vibrational efficacy for this mode, as observed by two experimental groups. We demonstrated 
how the efficacies for vibrational enhancement are related to transitions from higher to lower 
energy vibrationally adiabatic states, or to the ground state, with the excess energy going into 
motion along the reaction path, which corresponds to bond breaking at the transition state.  We 
have been able to elucidate similar behavior on Ni(111) [5].  Overall, agreement with experiment 
has been good, in terms of both the magnitude of the reactivity over a broad range of incident 
energies and temperatures, and the efficacies of the different vibrational modes for promoting 
reaction.  More importantly, our approach made it possible to follow the flow of energy within 
the molecule as it dissociates, providing a detailed understanding of how translational, vibrational 
and lattice energy contribute to reactivity.  Our work on this was summarized in a invited Feature 
Article in J. Phys. Chem. [7]. 

 
 We computed a new, more accurate, PES for methane dissociation on Ni(111), and have 
focused on several recent experiments involving the isotopologues of methane, CHxD4-x.  Of 
particular interest are bond-selective reactions (by vibrational excitation) and the effects of mass, 
tunneling, and zero point energy on reactivity.  In a recent study of the dissociative chemisorption 
of CHD3 on Ni(111) we found that the symmetric stretches of the CD3 group were more 
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efficacious at promoting C-D bond scission than the antisymmetric CD3 stretches [8].  In 
addition, while we could get 100% bond-selectivity by exciting the C-H stretch, exciting either C-
D stretch mode was not as selective.  These reactions exhibited an interesting (but explainable) 
variation with temperature and energy. 

 
We have examined the dissociative chemisorption of H2O, HOD and D2O on Ni(111) 

using our RPH approach [9].  This was motivated by recent experimental results from the Beck 
group, who are the very first to measure dissociative sticking probabilities for water on a metal 
surface.  Mode-selective chemistry is observed, as for methane, with both stretch modes strongly 
enhancing reactivity.  The effects of lattice motion are more complicated than for methane, with 
several types of motion able to modify the barrier to reaction. Overall, agreement with experiment 
was good. 

 
In a collaboration with the experimental group of Art Utz, we looked more closely into 

the variation in reactivity of CH4 on Ni(111) with temperature [12].  They were able, for the first 
time, to measure the variation in the dissociative sticking probability over a large temperature 
range, providing a more rigorous test for our models.  Our new PES and RPH-based scattering 
calculation accurately reproduced this variation.  Moreover, we were able to show why the 
variation was so strong below threshold, and were able to relate this threshold energy to 
properties of our PES. 

 
In other (minor) work we co-authored a book chapter in a Springer text aimed at a more 

general audience, focusing on quantum effects in reactions [3].  We also have a brief Comment 
appearing in Phys. Rev. Lett., regarding an earlier study in that journal that examined H atom 
trapping and sticking on graphene at very low temperatures [6].  Finally, we contributed to two 
studies that used statistical models to examine the scattering and sticking of H atoms on graphene 
surfaces [10,11].   

 
Future Plans 
 
 We have computed a new, more accurate, PES for methane dissociation on Ni(111), and 
now have our first PES for the reaction on Pt(111).  We will continue to use the new Ni(111) 
surface in studies focused on several recent experiments involving the isotopologues of methane, 
CHxD4-x.  Of particular interest are bond-selective reactions (by vibrational excitation) and the 
effects of mass, tunneling, and zero point energy on reactivity.  We will also explore some 
improvements to our RPH-based scattering approach, particularly our treatment of molecular 
rotation.  These PESs will also be used in our on-going collaboration with the Beck and Utz 
groups, who are making new measurements of CD3H dissociation on Pt(111) and Ni(111), 
respectively.  We have not yet applied our RPH-based approach to Pt(111), and it will be 
interesting to explore the mode-specific chemistry that has been observed on that metal.  Also of 
interest is the relative reactivity of the Ni(111) and Pt(111) surfaces.  Our earlier work found the 
Pt surface to be more reactive than the Ni, but experiment suggests that the difference is much 
larger than our study found.  The behavior of the methyl group during the dissociation is different 
on the two metals, and this may play a role.  We are also beginning to explore the reactions of 
other molecules. In addition to water, we are interested in the dissociative chemisorption of CO2 
and NH3.   It will be interesting to see if these other systems exhibit the strong temperature 
effects, mode-selectivity and bond-specificity of the methane reactions. 
 
 We also have an ongoing project examining H-Ag interactions, motivated by experiments 
in the Wodtke group (MPI, Göttingen).  In particular, we are examining scattering, subsurface 
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penetration and thermal desorption, in collaboration with the Lemoine group in Toulouse, and 
Sven Nave in Orsay. 
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I.  Program Scope   

Our research program combines experimental and computational methods to study a range of cluster models 
for heterogeneous catalytic materials.  The focus of our studies has been transition metal oxide and sulfide 
clusters in lower-than-traditional oxidation states, and their chemical and physical interactions with water.  
More recent efforts have included cluster-alcohol reactivity studies to further investigate the importance of 
–H mobility in MxOy  + H2O  MxOy+1  + H2 reaction kinetics, and the introduction of unsaturated 
hydrocarbons in the cluster water reaction to evaluate their potential role as sacrificial reagents in full-cycle 
processes.  The goal is to model and understand the role of various processes involved in H2 production 
from photocatalyic decomposition of water using Group 6 (Mo and W) oxides and sulfides.  The 
experiments and calculations are designed to probe fundamental, cluster-substrate molecular-scale 
interactions that are governed by charge state, peculiar oxidation states, and unique molecular structures.   

The general strategy of our studies continues to be as follows: (1) Determine how the molecular and 
electronic structures of transition metal suboxide and subsulfide clusters evolve as a function of oxidation 
state by reconciling anion photoelectron spectra of the bare clusters with high-level DFT calculations.  
Anions are of particular interest because of the propensity of metal oxide and sulfides to accumulate 
electrons in applied systems.  (2) Measure and analyze the kinetics of cluster reactivity with water, with 
and without the inclusion of sacrificial reagents.  (3) Dissect possible reaction mechanisms computationally, 
to determine whether catalytically relevant interactions are involved.  (4) Verify these challenging 
computational studies by spectroscopic investigation [typically, anion photoelectron (PE) spectroscopy] of 
observed reactive intermediates.  (5) Probe the effect of local electronic excitation on bare clusters and 
cluster complexes, to evaluate photocatalytic processes.  The overarching goal of this project is to identify 
particular defect structures that balance structural stability with electronic activity, both of which are 
necessary for a site to be simultaneously robust and catalytically active, and to find trends and patterns in 
activity that can lead to improvement of existing applied catalytic systems, or the discovery of new systems.   

II.  Recent Progress 
A. Non- and Anti-Arrhenius behavior in MxOy  + H2O (M = Mo, W) reactions.  We recently installed a 

temperature variable high-pressure fast-flow reactor 
into the apparatus used in all DOE-funded studies of 
the Group 6 transition metal suboxide reactions with 
water, which either result in H2 production [MxOy  + 
H2O  MxOy+1  +H2 (M = Mo, W; x = 2 - 4 3; y 
typically  2x)] or addition products [MxOy  + H2O  
MxOy+1H2 ]. Based on results of systematic 
experiments on the temperature dependence of MxOy  
+ H2O reaction rates, MoxOy  + H2O reactions exhibit 
anti-Arrhenius behavior, while WxOy  + H2O reaction 
rates have near-zero temperature dependence or are 
Arrhenius, with low barrier.  Overall, MoxOy  + H2O 
rate constants are higher than their WxOy  analogs.  
However, previous calculations on the MxOy  + H2O 
reaction path energy for M = Mo and W have showed 
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that once water has dissociatively added to the cluster to form a dihydroxide complex, barriers for the 
structural rearrangements necessary to produce H2 are higher for MoxOy  clusters than for WxOy  clusters.  
While this result explained the observation of MoxOyH2  trapped intermediates not seen for WxOy  analogs, 
it did not elucidate what governs the relative overall MxOy  + H2O rate constants.  

Additional calculations on initial cluster-water electrostatic interactions have shown that the dipole-dipole 
complexes that lead to dihydroxide formation are more strongly bound for MoxOy H2O complexes 
compared to WxOy  H2O analogs.  The consequence is shown schematically in Figure 1: The overall barrier 
to forming a covalently bound complex is submerged for Mo2O5  + H2O, while the W2O5  + H2O reaction 
has a net positive free energy barrier.  The magnitude of the MxOy  + H2O rate constants, ca. 10 11 to 10 13 
cm3 molecule 1s 1, are in line with gas-phase radical reactions, and are on the same scale as entropy barrier-
limited reaction rates using the Eyring’s .  We conclude that calculations of barriers along the full 
reaction pathway are useful for understanding the reaction product distributions we observe, while the 
measured rate constants are to a large extent governed by the initial electrostatic interactions between the 
cluster and reactant.   

B. Role of electrostatic interactions versus H mobility in 
MxOy  + ROH (R = H, CH3, C2H5) reactions.  To test the 
computationally-predicted importance of H mobility in 
the MxOy  + H2O  MxOy+1  + H2 reaction mechanism, 
ROH (R = CH3, C2H5) was substituted for H2O with the 
idea that the alkyl group would be slow relative to H, and 
that verification of the mechanism could be made with the 
observation of additional trapped intermediates.  Based on 
strong similarities between MxOy  + ROH and MxOy  + 
H2O product distributions as well as the anion 
photoelectron spectra of the long-lived intermediates, 
examples of which are shown in Figure 2, it is evident that 
water and small alcohols follow completely analogous 
pathways in reactions with MxOy  clusters.  However, 
MxOy  + ROH product distributions include several 
MxOy+2R2  products for which there is no analog in 
reactions with water.  This observation supports the 
mechanism of proton mobility, since it suggests that the 
evolution of RH from the MxOy  + ROH reaction is slowed 
sufficiently to allow for the addition of a second ROH, 
which then leads to fast H2 production. 

The rate constants measured for the MxOy  + ROH 
reactions showed interesting variations.  While the MxOy  
+ CH3CH2OH reaction rates were a factor of 3 slower than 
analogous reactions with water, the MxOy  + CH3OH rates 
were a factor of 20 slower. Given the findings summarized 
in Sec. II.A., this result again points to the importance of 
the weakly-bound complexes.  The entropy-barrier for 
complex formation is higher for ROH than for H2O, but 
the CH3CH2OH complex is more strongly bound than the 
CH3OH complex, and is therefore less likely to dissociate 
before proceeding to form the hydroxide-alkoxide 
complex.    
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Mo3O6C2H6
 

Mo3O6CH4
 

Mo3O6D2
 

Mo3O6
 

Figure 2. Photoelectron spectra (3.49 eV photon 
energy) of trapped intermediates formed in 

Mo3O5  + EtOH, MeOH and D2O reactions.  The 
Mo3O6  spectrum is included to demonstrate the 

spectral resolution. 
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C. Use of sacrificial reagents to 
regenerate suboxide states in MxOy  + 
H2O reactions. Much of the work to date 
has involved transition metal suboxide 
reactions with water that generate H2, 
but then leave the metal oxide cluster in 
higher and unreactive oxidation states.  
An ideal full-cycle process includes a 
sacrificial reagent that reduces the 
transition metal oxide cluster before it 
dissipates the internal energy gained 
from the new M=O bond formation: 

MxOy  + H2O  MxOy+1  (Eint  
EM=O bond) + H2 

MxOy+1  (Eint  EM=O bond) + A  MxOy  
+ AO 

Computationally, we have determined 
that both CO and C2H2 as sacrificial 
reagents provide an exothermic path, 

and the use of ethylene in this process is marginally endothermic. On the other hand, calculations predict 
that strongly-bound complex formation relative to the final products may terminate the process if internal 
energy dissipates on the timescale of the two reactions.  To evaluate the feasibility of this approach, we 
implemented studies using C2H4 as a sacrificial reagent for WxOy + H2O reactions.  A snapshot of the 
results for the x = 2 series, shown in Figure 4, demonstrates that (1) sequential oxidation by water appears 
to be significantly slowed for H2O/C2H4 mixes relative to H2O/Ne, and (2) the weakly bound W2O5 C2H4 
complex that appears when the clusters are exposed to only C2H4 is significantly depleted when H2O is 
present.  While neither of these observations directly 
confirm that C2H4 is acting as a sacrificial reagent, the 
results are promising. 

D. Reactivity of Metal Sulfides with Water: We have 
carried out a density functional investigation of the 
electronic structures and chemical reactions of trimetallic 
Mo and W sulfide (M3Sx , x = 3-4) cluster anions with 
water. In particular, the M3S4  cluster has a structural 
motif containing a threefold coordinated S seen in 
molybdenum sulfide clusters in solution chemistry that 
show catalytic activity for hydrogen generation from 
water. In all cases, the reaction proceeds via three distinct 
steps: 1) Initial dissociation of water to form a thiol and 
metal-hydroxide bond 2) Subsequent hydrogen migration 
resulting in the formation of a metal hydride and 3) 
Evolution of molecular hydrogen which leaves behind an 
oxidized form of the original metal sulfide cluster. While 
both metals (Mo and W) follow the same trend of reaction 
energy profiles, W is found to bear the lower energy 
barriers and larger exothermicities. Moreover, our study 
reveals that the energetic barriers for these trimetallic 
clusters for reaction with water are significantly lower 
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Figure 4. Initial W2Oy  cluster distributions 
(gray traces) and final distributions after reacting 

with H2O/Ne, C2H4, and H2O/C2H4. path

W2O5 C2H4 

Figure 3. Reaction path free energy (kcal mol 1, 298K) for the 
Mo2O4  cluster-mediated C2H2+ H2O  H2 + C2H2O reaction.   
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than the previously studied bimetallic clusters (M2Sx ) throughout the course of the reaction. We conclude 
that these metal sulfide clusters show promise of catalytic activity for hydrogen evolution from water. 

III.  Future Plans 
The enduring strength of the research program is the synergistic interplay between theory and experiment. 
The primary goal is to complete the catalytic cycle using sacrificial reagents as outlines above. Several 
strategies such as the use of flashlamps and/or collision-induced dissociation to overcome the deep wells 
in sacrificial reagent processes, and using H2

18O to help determine whether sacrificial reagents are working 
as conceived will follow. The other goals are the use of metal sulfides in the catalytic role, and the use of 
theory to establish the connection between the reactivity of clusters and that on surfaces and in the solution 
phase. 
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Program Scope: 

Our joint program exploits size-selected clusters as a medium with which to unravel 
molecular level pictures of key transient species in condensed phase and interfacial chemistry 
that are relevant to the mediation of radiation damaged systems and the catalytic activation of 
small molecules (CO2, H2O).  In the past year, we have made dramatic advances in 
understanding the nature of the hydrated proton at the surface of water as well as the 
intramolecular distortions at play in the assembly of the building blocks that form room 
temperature ionic liquids (IL).  

I.  Unraveling the spectral character of the proton defect in water clusters 

One of the most important species in aqueous 
chemistry is the hydrated proton.  In our 2014 CPIMS 
abstract, we reported a significant advance in the 
observation of the bands associated with the proton 
defect in the three-dimensional, cage-like H+(H2O)n=21

cluster.[1]  We then extended this experimental 
observation (see Fig. 1) to include the cluster size-
dependence of the transitions[2] as well as initiated an 
extensive theoretical effort to understand the locations 
and breadths of these bands.[3] The latter work was 
carried out jointly with Sotiris Xantheas and Shawn 
Kathmann at PNNL, who are also CPIMS PIs. The key 
theoretical results are summarized in Table 1, which 
reports the hydronium OH stretch shifts obtained from 
harmonic and anharmonic (VPT2) calculations on the  
H3O

+, H9O4
+, and H21O10

+ motifs cut out of the n = 21 
cluster. One set of VPT2 calculations were carried out 

 

Fig. 1.  Survey of the cluster size-
dependence of the spectral signatures of the 
excess proton in selected H+(H2O)n  
clusters. 
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using the standard approach and included all 
vibrational modes.  The other is a three-mode 
model including only the three hydronium OH 
stretch vibrations. In both cases the cubic and 
quartic couplings required for the VPT analysis 
were obtained from B3LYP calculations. As seen 
from the table, the simple 3-mode model semi-
quantitatively reproduces the trends of the full 
VPT calculations, which, in turn, are in good 
overall agreement with experiment. In an 
important conceptual advance, we demonstrated 
that much of the increase in the red shift of the 
H3O+ OH stretch vibration with growing 
hydration of the ion is due to electric field effects 
rather than delocalization of the charge onto the 
hydration shells. 

 Interestingly, the spectrum of the n = 21 
cluster is quite similar to that of bulk dilute acid 
where the broad continuum absorption from 1000-
3000 cm-1 has been attributed to the excess 
proton.  This strongly suggests that water clusters 
in the size range around n = 20 are, in fact, useful models for the condensed phase behavior and, 
as such, warrant further investigation. 

II. Excess electron-induced, water-network mediated intracluster proton transfer  

 In this joint experimental/theoretical study, we characterized the way that water clusters 
mediate electron capture by pyridine. This paper reporting the experimental results and 
theoretical analysis has been accepted for publication in J. Chem. Phys.[6] The key issue here is 
that in isolation, the Py¯ radical anion is a transient negative ion (i.e., scattering resonance) while 
in solution, Py is known to undergo rapid proton transfer to form the neutral pyridinium radical 
(PyH(0)) upon scavenging an excess electron.  As such, this system presents an excellent platform 
in which to follow the competition between stabilization of the radical anion resonance and intra-
cluster proton transfer as water molecules are sequentially added to the [Py∙(H2O)n] ¯.  
Understanding the diffuse spectra displayed by this system has taken several years to 
disentangle, and by integrating negative ion photoelectron spectroscopy, Ar-tagged and electron 
autodetachment vibrational spectroscopies with theoretical predictions, we identify the “tipping 
point” for intra-cluster proton transfer to be at the tri-hydrate.  That system is particularly 
interesting because three types of structures are all present in the cold clusters prepared in the 
laboratory: (1) proton-transferred structures PyH(0)∙(OH¯)∙(H2O)n , (2) hydrated Py¯ ions, and (3) 
dipole-bound anions in which the excess electron is bound in the net dipole field of the pyridine 

Table 1. Calculated vibrational frequencies of 
H3O

+, H9O4
+, and a H21O10

+ cluster extracted 
from the n = 21 cluster. 

Species Frequency (cm-1)a 

 Harmonic Anharmonic VPT2 

   Modelb Full 

H3O
+ 3510 (s) 3344 3348 

3606 (a) 3430 3417 

H9O4
+ 2990 (s) 2718 2664 

2869 (a) 2547 2599 

H21O10
+ 2822 (s) 2516 2617 

2604 (a) 2242 2100 

aIn the calculations the energies of the two 
asymmetric vibrations are slightly split, and only the 
average is reported in the Table. 

bThe model includes only the three hydronium OH 
stretch vibrations. 
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and water molecules.  The formation of hydroxide ions is found to be complete by n = 5, at 
which point the PyH(0) radical is retained in the primary solvation shell of the anion.  

III. Intramolecular distortions and fundamental interactions in ionic liquids (IL)   
 
Clusters provide a unique medium in which to 

clarify the structural implications of spectral features 
displayed by the bulk liquids, which are becoming 
increasingly important as media for catalytic activation 
of CO2. Our first efforts in this area were to first 
establish the spectra of the isolated ionic components of 
commonly used ILs [e.g., EMIM+, 
butyltrimethylammonium+, BF4¯, bis(trifluoro-
methylsulfonyl)imide, (Tf2N¯)] so that the 
intramolecular signatures could be used to follow 
structural changes that occur upon assembly of the 
ions.[4,5]  This initial survey led to a more extensive 
theoretical analysis of the molecular physics underlying 
the bands displayed by the isolated EMIM cation and 
several analogues with representative spectra displayed 
in Fig. 2.  These were chosen to disentangle the origin 
of key features commonly used to indicate formation of 
directional H-bonds in the liquid.  An important 
conclusion of this effort was reported in [4], where we 
quantified the appearance of “extra bands” arising from 
intramolecular Fermi resonance interactions in the 
isolated ions. We then followed how the signatures of 
the isolated ions evolved as the ions are assembled, both in neutral ion pairs and in odd-
numbered combinations where the growing cluster is charged.[5]  
 
IV. Plans for the next year 
 
Origin of the band broadening in protonated water clusters 
 
 The identification of the band locations and structures at play in the protonated water 
clusters carried out in the past two years provides an excellent foundation upon which to address 
the next important question regarding the spectra of dilute acids: The origin of the dramatic 
spectral broadening in the OH stretching manifold associated with the proton defect. On the 
experimental side, we have already obtained isotopomer-selective spectra of trace isotopically 
labeled clusters (e.g., H+(D2O)4), and thus can directly challenge the nature of the anharmonic 
couplings due to mixing between identical OH oscillators.  In another approach, we have also 
obtained spectra of the isotopologues of the hydronium ion bound to a rigid H-bond acceptor 
manifold in the 18-crown-6/H3O

+ complexes.  The next step will involve identifying the 
theoretical origin of these shapes, with particular attention to the role of heavy particle 
excursions at the vibrational zero-point level, thus generating breadth not from thermally induced 
fluctuations, but rather from the intrinsic spectrum of the 0K systems. We have also obtained 

Fig. 2. Anharmonic analysis of the 
ethylmethylimidazolium cation (EMIM) 
upon substitution at the C(2)-H position by 
(b) D and (c) CH3. The extra bands near 
3125 cm-1, originally assigned as red-
shifted features due to H-bonding in the 
liquid ILs (e.g., EMIM/BF4), are found to 
be present in the isolated cations and are 
traced to intramolecular Fermi resonance 
interactions.  
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spectra of the hydrated hydroxide ion over the region 600 – 4000 cm-1, and demonstrated that the 
bands originally assigned to the OH stretches bound to the hydroxide ion in the first hydration 
shell actually lie much lower in energy than indicated in our initial report on this system in 2003, 
which only covered the range above 2200 cm-1.  The H-bonded bands are quite complex, and the 
anharmonic analysis of the patterns will be a prominent aspect of our work in the next year.  
   
Decomposition of the intermolecular interactions at play in small clusters of ionic liquids 
 

The results of these first studies indicate that electrostatic interactions dominate the 
structural motifs, thus raising the question of whether H-bonding is present under any 
circumstances. We have therefore initiated a study to follow the evolution of the EMIM 
complexed with a variety of anions with increasing proton affinities (halides, acetate) to identify 
the onset of strong red-shifts and intensity enhancements qualitatively in line with classical H-
bonding. This effort will likely involve the use of symmetry-adapted perturbation theory (SAPT) 
to dissect the dispersion.  The calculations show that the interactions are highly non-additive, and 
that polarization effects are significantly larger in magnitude than charge-transfer contributions. 
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Program Scope 

The objective of this work is to develop an understanding of the chemical physics governing 
nucleation. The thermodynamics and kinetics of the embryos of the nucleating phase are important 
because they have a strong dependence on size, shape and composition and differ significantly from bulk 
or isolated molecules. The technological need in these areas is to control chemical transformations to 
produce specific atomic or molecular products without generating undesired byproducts, or nanoparticles 
with specific properties. Computing reaction barriers and understanding condensed phase mechanisms is 
much more complicated than those in the gas phase because the reactants are surrounded by solvent 
molecules and the configurations, energy flow, quantum and classical electric fields and potentials, and 
ground and excited state electronic structure of the entire statistical assembly must be considered. 
 
Recent Progress and Future Directions 
Charge and Field Fluctuations in Aqueous NaCl 
The observations of luminescence during crystallization as well as electric field induced crystallization 
suggest that the process of crystallization may not be purely classical but also involves an essential 
electronic structure component. Strong electric field fluctuations may play an important role in this 
process by providing the necessary driving force for the observed electronic structure changes.  

 
Figure 1. Adiabatic potential energy curves for the NaCl dimer in vacuum without (left) and with (right) an external 
electric field of 0.5 V/Å pointing from Na+ toward Cl- (top). The influence of the electric field moves the zero field 
avoided crossing from 9 to 4 Å, and the first excited singlet and triplet states become stabilized by about 30 kcal/mol 
relative to the ground singlet state minimum.  
 
Here we provide an initial benchmark analysis to understand the influence of electric fields on ground and 
excited electronic states of the NaCl dimer (see Figure 1). Our high-level electronic structure calculations 
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using MOLPRO (MRCI/aug-cc-pvtz) 
on the NaCl dimer show that an 
electric field of 0.5 V/Å can 
dramatically alter the electronic states 
available to the system. As a 
consistency check we computed the 
ensemble averaged electric field 
distributions inside aqueous 
electrolytes and discovered that they 
are extremely large and thus may alter 
the ground and excited electronic 
states in the condensed phase. The 
importance of electric field 
fluctuations driving electron transfer 
has been a topic of intense research 
since the seminal work of Marcus. 
The main objective of this work is to 
provide basic understanding of the 
fluctuations in charge, electric 
potentials, and electric fields, both 
classically and quantum mechanically, 
for concentrated aqueous NaCl 
electrolytes. For example, using 
various isomers of (H2O)6 as a 
prototypical system, one can readily 
see the differences between quantum and classical voltage distributions shown in Figure 2. Our published 
calculations and analyses provide the first steps toward understanding the magnitude and fluctuations of 
charge, classical point charge sources of electric potentials and fields in aqueous electrolytes and what 
role these fields may play in driving charge redistribution/transfer during crystallization as well as 
inducing crystal formation itself.  
 
Quantum Voltages and Valence Electrons  
Voltages and fields inside matter are relevant to crystallization, 
materials science, biology, catalysis, and aqueous chemistry. The 
variation of voltages in matter can be measured by electron 
holography. Complimentary, using modern supercomputers and a 
sufficiently accurate level of theory allow the prediction of quantum 
voltages with spatial resolutions of bulk systems well beyond what 
can be currently measured. Of particular interest is Bethe’s Mean 
Inner Potential (Vo) – the spatial average of these quantum voltages 
referenced to the vacuum. We have established a protocol to reliably 
evaluate Vo from quantum calculations. Voltages are very sensitive to 
the distribution of electrons and provide metrics to understand 
interactions in condensed phases (see Fig. 3). We find excellent 
agreement with measurements of Vo for vitrified water and salt 
crystals. The changes in Vo upon bond formation in a H2O molecule 
reveal a far-field picture where an increase in electron density results 
in a decrease in voltage due to better screening of the nuclear cores. 
We found that, in contrast to the positive definite voltages of isolated 
atoms, once the electrons are allowed to transfer and redistribute to 

Figure 2. Quantum (top) versus classical (bottom) voltage 
isosurfaces (φ) for the Ih, prism, and cage isomers of the water 
hexamer, where the red and green isosurfaces are at +1.36V and -
1.36V, respectively. The nuclear configurations are exactly the 
same for consistency. The quantum voltages are from HF/6-
31++G** level of theory and basis set and the classical voltages are 
due to the SPC/E point charges. 

Figure 3. As atoms and molecules 
come together to form liquids and 
solids their electrons redistribute 
and this is reflected in the voltage 
distributions. 
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form bonds, lone pairs of electrons, and ions such that about 40% of the total volume of the bulk 
electrolyte contains negative voltages. 
 
Vibrational Spectroscopy and Electric Fields 
The influence of electric fields on the vibrational response of molecules has a long history and is relevant 
to many chemical processes in condensed phases and their interfaces. The central concept is the use of a 
particular vibrational mode as a kind of antenna or probe capable of sensing the effective electric field 
fluctuations due to its surrounding environment. Early work in this area employed continuum descriptions 
of electrostatics while more recent work utilized electric fields arising from classical point charges. Here 
we will explore the electric fields arising from quantum mechanical charge distributions for H3O+ in small 
water clusters. Thus, this work stands as distinct from previous studies in that we are approaching the 
electric field coupling to vibrational shifts from an ab initio perspective yielding more “exact” electric 
field strengths in the absolute sense as there is much uncertainty in these fields from continuum, point 
charges, or polarizable sources. Specifically, the electric fields on the Hydrogen atom sites are calculated 
as those arising from the quantum mechanical charge densities of all the other atoms in the system 
excluding only those atoms with the water molecule for which the field is being evaluated. It is in this 
sense that these fields must be considered as effective electric fields arising from the surrounding atoms as 
this construction formally neglects the electric fields arising from the atoms within the molecule for 
which the field is being probed as well as the response of the surrounding environment to this probe’s 
charge distribution. These internal electric fields are found to be (left) 0.8, (center) 1.1, and (right) 1.1 
V/Å for the structures shown in Figure 4. We find that once the 2nd solvation layer of water molecules is 
present, the electric fields on the H sites within H3O+ stop increasing as more water molecules are added. 
We have discovered several interesting aspects within this work and must continue working to delve 
deeper into the connections between vibrational spectroscopy and internal and externally applied fields. 
 

 
Figure 4. (upper panel) Quantum negative voltage isosurfaces (green) represent lone pairs of the adjacent H2O 
molecules to the H atoms of H3O+. As a result, the quantum electric field lines (blue) at the H atom sites, generated 
by the H2O molecules, are directed toward the lone pairs along the OH bonds (shown as blue arrows). The H2O 
molecules are enclosed by positive voltage isosurfaces (red). (lower panel) Molecular structures left, center, and 
right for the images in the upper panel. The O and H atoms are shown as red and white spheres, respectively. 
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Direct PNNL collaborators on this project include M. Valiev, G.K. Schenter, C.J. Mundy, X. Wang, J. 
Fulton, L. Dang, and M. Baer and Postdoctoral Fellow Bernhard Sellner. Outside collaborations with the 
University College London include Stephen Cox and Angelos Michaelides on ice nucleation (Chemistry), 
Jake Stinson and Ian Ford on sulfuric acid-water nucleation as well as Mark Johnson at Yale on 
connections between electric fields and vibrational spectroscopy have been mutually beneficial. 
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Structure and Reactivity of Ices, Oxides, and Amorphous Materials 
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Collaborators include: GA Kimmel, RA May, and NG Petrik 
Program Scope 

The objective of this program is to examine physiochemical phenomena occurring at the 
surface and within the bulk of ices, oxides, and amorphous materials.  The microscopic details of 
physisorption, chemisorption, and reactivity of these materials are important to unravel the 
kinetics and dynamic mechanisms involved in heterogeneous (i.e., gas/liquid) processes.  This 
fundamental research is relevant to solvation and liquid solutions, glasses and deeply 
supercooled liquids, heterogeneous catalysis, environmental chemistry, and astrochemistry.  Our 
research provides a quantitative understanding of elementary kinetic processes in these complex 
systems.  For example, the reactivity and solvation of polar molecules on ice surfaces play an 
important role in complicated reaction processes that occur in the environment.  These same 
molecular processes are germane to understanding dissolution, precipitation, and crystallization 
kinetics in multiphase, multicomponent, complex systems.  Amorphous solid water (ASW) is of 
special importance for many reasons, including the open question over its applicability as a 
model for liquid water, and fundamental interest in the properties of glassy materials.  In addition 
to the properties of ASW itself, understanding the intermolecular interactions between ASW and 
an adsorbate is important in such diverse areas as solvation in aqueous solutions, cryobiology, 
and desorption phenomena in cometary and interstellar ices.  Metal oxides are often used as 
catalysts or as supports for catalysts, making the interaction of adsorbates with their surfaces of 
much interest.  Additionally, oxide interfaces are important in the subsurface environment; 
specifically, molecular-level interactions at mineral surfaces are responsible for the transport and 
reactivity of subsurface contaminants.  Thus, detailed molecular-level studies are germane to 
DOE programs in environmental restoration, waste processing, and contaminant fate and 
transport.  

Our approach is to use molecular beams to synthesize “chemically tailored” nanoscale films 
as model systems to study ices, amorphous materials, supercooled liquids, and metal oxides.  In 
addition to their utility as a synthetic tool, molecular beams are ideally suited for investigating 
the heterogeneous chemical properties of these novel films.  Modulated molecular beam 
techniques enable us to determine the adsorption, diffusion, sequestration, reaction, and 
desorption kinetics in real-time.  In support of the experimental studies, kinetic modeling and 
simulation techniques are used to analyze and interpret the experimental data.  
Recent Progress and Future Directions 

Adsorption, Desorption, and Displacement Kinetics of H2O and CO2 on TiO2(110) and 
Forsterite, Mg2SiO4(011) Surfaces  Understanding the interaction dynamics of water and carbon 
dioxide with mineral surfaces is requisite for determining the feasibility of carbon capture and 
sequestration strategies whose goal is the formation of carbonates. Unfortunately mineral 
surfaces are complicated, making experimental determination of these interactions difficult.  For 
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example olivines, which are orthosilicates and comprise a large fraction of the earth’s upper 
mantle, can have silicon, oxygen, and cation (Mg, Fe, Ca, etc.) surface adsorption sites.  
Impurities, such as cation substitutions that occur in “real-world” minerals, add a further level of 
complexity.  In order to be able to interpret the results from a more complex system, a well-
characterized TiO2(110) crystal was used as a model oxide surface.  While clearly not as 
complex as a true mineral surface, it has the advantage of having both metal and oxygen surface 
sites and as such should be a good reference point for interpreting results from more complicated 
substrates.  In a recent study we examined in detail the adsorbate−substrate interaction kinetics 
of CO2 and H2O on a well-characterized TiO2(110) substrate (Reference #6).  Following that 
work, we explored the interactions of CO2 and H2O on the more complicated natural mineral 
crystal, forsterite, Mg2SiO4(011) (Reference #7).  Below we summarize the results for H2O and 
CO2 adsorption on both TiO2 and Forsterite (Mg2SiO4). 

Temperature programmed desorption (TPD) and molecular beam techniques were used to 
determine the adsorption, desorption, and displacement kinetics of H2O and CO2 on a TiO2(110) 
surface.  The TPD for H2O and CO2 have well-resolved peaks corresponding to desorption from 
bridge-bonded oxygen (Ob), five-fold coordinated Ti (Ti5c), and oxygen vacancies (VO) sites in 
order of increasing peak temperature.  The results show that both species preferentially bind to 
the highest binding energy available, first occupying defects, followed by Ti5c sites, and then Ob 
sites.  Analysis of the saturated monolayer peak for both molecules reveals that the 
corresponding adsorption energies on all sites are greater for H2O than for CO2.  Using 
sequential adsorption, we showed that, independent of the dose order (H2O first then CO2 and 
vice versa), H2O displaces CO2 from any occupied site before reaching the desorption 
temperature.  Isothermal experiments reveal that the onset of H2O displacement of CO2 occurs 
between 75 and 80 K.  These results indicate that H2O preferentially binds to the highest energy 
binding sites available and displaces CO2 if necessary.  These results show that the relative 
strength of the adsorbate-substrate interactions is the dominant factor in the competitive 
adsorption/displacement kinetics. 

The same experimental molecular beam techniques described above were applied to study 
the interactions of CO2 and H2O with a natural mineral crystal, forsterite, Mg2SiO4(011).  An X-
ray photoelectron spectroscopy (XPS) analysis of our sample revealed that ~10−15% of the 
cation content was iron, i.e., the molecular formula was approximately Mg1.8 Fe0.2SiO4.  The XPS 
data showed the existence of O, Mg, Si, and Fe on the surface, and because of the presence of all 
four atomic species, the surface was expected to give rise to a broad distribution of adsorbate 
binding energies.  In fact, contrary to the results on TiO2(110), the TPD results on forsterite 
showed that neither CO2 nor H2O has distinct sub-monolayer desorption peaks but instead both 
have a broad continuous desorption feature that evolves smoothly to multilayer desorption.  
Inversion analysis of the monolayer coverage desorption spectra for both molecules reveals that 
the corresponding binding energies for H2O are greater than that for CO2 on all sites.  The 
relative strength of the H2O and CO2 substrate interaction energy appears to be the dominant 
factor in the competitive adsorption and displacement kinetics.  In experiments in which the two 
adsorbates are co-dosed, H2O preferentially binds to the highest-energy binding sites available 
and displaces CO2. The onset of significant CO2 displacement by H2O occurs between 65 and 
75 K.  

We find no experimental evidence for the dissociation or reaction of either CO2 or H2O on 
forsterite.  Of course, current experiments in which forsterite is used as a model substrate for 
carbonation to form MgCO3 are at elevated pressures (>100 atm) and temperatures (>300 K) that 
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cannot be replicated in our ultrahigh vacuum based experiments.  However, theoretical studies 
that are trying to determine the fundamental energetics should be able to use our data as a 
benchmark for the accuracy of their calculations and adsorption models.  

The release of trapped gases from amorphous solid water films.  “Top-down” 
crystallization-induced crack propagation probed using the molecular volcano  Amorphous 
solid water (ASW) is a kinetically metastable form of water which is created when water vapor 
impinges on a substrate below 130 K.  When heated, or allowed to sit for a fantastically long 
time, ASW converts to thermodynamically stable crystalline ice.  Crystallization of ASW can 
result in structural changes in the film.  For example, when an inert gas (CCl4, Ar, CO2, Kr , Xe, 
CO, N2, O2, and others) is deposited underneath an ASW overlayer, the inert gas desorption is 
delayed until crystallization of the ASW overlayer.  We have previously termed the episodic 
release of trapped gases from ASW the “molecular volcano”.  The observed abrupt desorption is 
likely due to the formation of cracks that accompany the crystallization kinetics and form a 
connected release pathway. 

The volcano peak was used to determine the crystallization induced crack propagation 
mechanism.  In these experiments an inert gas layer was deposited at various positions in the 
ASW film.  The results showed that the closer to the top of the film the layer was deposited, the 
earlier in temperature (time) the volcano desorption peak occurred.  Through a series of 
experiments we were able to show conclusively that the direction of crack formation begins at 
the ASW/vacuum interface and moves downward into the film.  Isothermal desorption 
experiments where the overlayer thickness was varied were used to measure the crack 
propagation rate.  The results revealed that after an induction period, cracks propagate linearly in 
time with an Arrhenius temperature dependent velocity and activation energy of 54 kJ/mol.  A 
two-step kinetic model in which nucleation and crystallization occurs in an induction zone near 
the top of the film followed by the propagation of a crystallization/crack front into the film is in 
good agreement with the temperature programmed desorption results.  (This work is described in 
publications #1 and #2 below). 

Based on these results we have begun to explore methods to directly determine the 
crystallization mechanism of ASW films.  In this work, simultaneous TPD and reflection 
absorption infrared (RAIRS) spectra are obtained.  The TPD experiments reveal information 
about surface crystallization whereas the FTIR experiments reveal information about bulk 
crystallization.  Preliminary results show that the isothermal TPD spectra are independent of 
thickness and the FITR results show that the crystallization time increases with thickness.  These 
results support the “top-down” crystallization mechanism suggested by the “volcano” papers.  
Future work will focus on quantifying the crystallization kinetics and parsing out the nucleation 
and growth rates. 

Probing Toluene and Ethylbenzene Stable Glass Formation using Inert Gas Permeation 
Amorphous materials, also known as glasses, have technological applications in numerous fields 
including optical and material science, bioscience, polymer chemistry, pharmaceuticals, and food 
science, to name just a few.  Vapor deposition of a substance onto a low temperature substrate 
(below its Tg) is one method capable of achieving the rapid cooling needed to create amorphous 
materials.  Ediger et al. have recently shown that the thermodynamic and kinetic stability of 
organic glasses (e.g. o-terphenyl, indomethacin, and others) grown using vapor deposition is 
dependent on the substrate growth temperature.  Glasses with relatively low heat capacity, low 
enthalpy, high density, and increased kinetic stability are called “stable glasses”. We have 
previously developed a method to measure the translational diffusivity of supercooled liquids at 
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temperatures near their Tg.  In this technique, an amorphous film is vapor deposited on top of an 
inert gas layer.  The composite film is heated and, at the temperature the amorphous film 
transforms into a supercooled liquid, the inert gas can diffuse through the overlayer.  The main 
idea is that the inert gas remains trapped under the overlayer until the amorphous solid 
transforms into a supercooled liquid.  

In a recent paper (#9) we use inert gas permeation to investigate the formation of stable 
glasses of toluene and ethylbenzene.  The effect of deposition temperature (Tdep) on the kinetic 
stability of the vapor deposited glasses is determined using Kr desorption spectra from within 
sandwich layers of either toluene or ethylbenzene.  The results for toluene show that the most 
stable glass is formed at Tdep = 0.92 Tg, although stable glass formation was observed for 
deposition temperatures from 0.85 to 0.95 Tg.  Similar results were found for ethylbenzene. 
These results are consistent with recent calorimetric studies and demonstrate that the inert gas 
permeation technique provides a direct method to observe the onset of molecular translation 
motion that accompanies the glass to supercooled liquid transition. The permeation technique has 
the potential for use in studying mixed/complicated composite films that would be difficult to 
study using calorimetry alone.  This technique will be used in the future to explore stable glass 
formation in other vapor deposited systems and in more complicated composite films. 
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Probing Ultrafast Electron (De)localization Dynamics in Mixed Valence 
Complexes Using Femtosecond X-ray Spectroscopy
Lead PI: Prof. Munira Khalil, University of Washington, Seattle, mkhalil@uw.edu
Co-PI: Dr. Niranjan Govind, EMSL, Pacific Northwest National Laboratory
Co-PI: Prof. Shaul Mukamel, University of California, Irvine
Co-PI: Dr. Robert Schoenlein, Lawrence Berkeley National Laboratory

PROGRAM SCOPE:
The overall goal of this research program is to understand valence electron and vibrational motion 
following metal-to-metal charge transfer (MMCT) excitation in the following mixed valence complexes 
dissolved in aqueous solution: [(NH3)5RuIIINCFeII(CN)5]

¯ (1, FeRu), trans-
[(NC)5FeIICNPtIV(NH3)4NCFeII(CN)5]

4– (2, FePtFe) and trans-[(NC)5FeIIICNRuII(L)4NCFeIII(CN)5]
4– (3,

FeRuFe, L=pyridine).  The project objectives are (i) to observe the time-dependent re-arrangement of d
electrons across two transition metal sites and the bridging ligand following photoinduced MMCT 
excitation on a sub-50 fs timescale using femtosecond X-ray pulses generated at LCLS (ii) to simulate 
femtosecond X-ray absorption and emission spectra of solvated, photo-excited, transition metal mixed 
valence complexes using a realistic treatment of multi-electron correlations/transitions, spin-orbit 
coupling and final state lifetime effects and to propose and study the feasibility of nonlinear X-ray 
experiments on solvated transition metal mixed valence systems using future X-FEL light sources and 
(iii) to determine the role of coupled electronic and vibrational motions during ultrafast photoinduced 
charge transfer.

RESEARCH PROGRESS AND FUTURE PLANS:

Development of Two-Dimensional Vibrational-Electronic (2D VE) Spectroscopy to Measure 
Coherently Coupled Vibrational and Electronic Motions (Khalil) We have developed a Fourier 
transform (FT) 2D vibrational-electronic (2D VE) spectroscopy employing a novel mid-IR and optical 
pulse sequence.  This new femtosecond third-order nonlinear spectroscopy provides the high time and 
frequency resolutions of existing 2D FT techniques, but is sensitive to cross-peaks containing IR and 
electronic dipole moment cross terms.  We use 2D VE spectroscopy to help understand the vibrational-
electronic couplings in the cyanide-bridged transition metal mixed valence complex FeRu (Complex 1)
dissolved in formamide.  The amplitude of the cross-peaks in the 2D VE spectra reveal that three of the 
four intramolecular cyanide stretching vibrations are coherently coupled to the MMCT electronic 
transition. Analysis of the 2D VE lineshapes reveals positive and negative frequency correlations of the 
cyanide stretching modes with the charge transfer transition.  We will use this spectroscopy to measure 
the vibrational-electronic couplings in other mixed valence complexes over the next two years.  In the
next years, we will also develop the complementary 2D EV spectroscopy where the fate of coherent 
vibrational motion will be explored on various electronic surfaces following charge transfer with a 
sequence of optical pulses.  We believe that the 2D VE and 2D EV techniques will find wide applicability 
in fields of chemistry, biology, and material science, specifically in mode-selective chemistry, coupled 
vibrational and electron transfer, proton and electron transfer processes, and the study of materials with 
strong electronic correlations where vibrations have been shown to coherently drive electronic phase 
transitions. We are also working to detail the selection rules for these new spectroscopies and show how 
the spectroscopic observables measure parameters from commonly used vibronic Hamiltonians.

Equilibrium X-ray Absorption (XA) and Resonant Inelastic X-ray Scattering (RIXS) Spectra of 
Transition Metal Mixed Valence Complexes at the Fe K-edge and Fe L-edges in Solution. (Khalil,
Schoenlein) In order to understand the electronic configuration in the ground state of the transition metal 
complexes, we have obtained equilibrium XA, X-ray emission (XE) and RIXS spectra in water for 
Complexes 1 and 2 and model complexes Fe(II)CN6 and Fe(III)CN6 at the Fe L-edge and the Fe K-edge.
A subset of the data is shown in Figure 1. The spectra reveal that the oxidation state of the iron atom in 
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FePtFe complex is Fe(II) and that of FeRu is also Fe(II) in the ground electronic state.  The XANES and 
EXAFS spectra are currently being analyzed to obtain information about electronic configuration and 
bonding geometry around the Fe atoms.  The EXAFS spectra will provide us with detailed information 
about the bond lengths between the Fe-C and Fe-N atoms.  We will compare the experimental spectra 
with the simulated XANES spectra (as described below).  The successful collection of equilibrium spectra 
will allow us to validate parameters in the simulation/computational codes for correctly modelling the 
electronic structure of the solvated mixed valence complexes.  Additionally, the static spectra serve as 
necessary preliminary data for ultrafast XA/XE experiments that are planned for Oct. 2015 at the XPP 
instrument at LCLS.

In a related effort, the Schoenlein group has focused on the CN- bridged mixed valence 
transition-metal complex RuII-CN-CrIII-CN-RuII complex as a prototypical model system. The strong 
electronic coupling between electron transfer donors (D) and acceptors (A) gives rise to very intense 
MMCT absorption bands at 500 nm in aqueous solution. Compared to the typical CN-bridged model 
complex (RuII-CN-RuIII), the use of the covalently linked CrIII electron acceptor leads to remarkably long-
lived charge-separated intermediates, attributed to the existence of electronic states of different spin 
multiplicity that effectively inhibit back electron transfer (BET). The first time-resolved X-ray 
spectroscopy (XANES) and equilibrium RIXS studies of this complex have recently been conducted at 
APS beamline 7-ID.  Transient XANES at the Cr K-edge monitors changes in the local coordination 
geometry, changes in the spin multiplicity and electronic structure, and indicate BET on the time scale of 
~35 nsec.  Detailed analysis of changes in pre-edge features in the XANES energy region is presently 
underway, and will be coupled with high-level ab initio calculations will provide an unprecedented view 
of electron delocalization dynamics in transition metal mixed valence systems. For these experiments, we 
have successfully synthesized the Ru-Cr-Ru compound (in collaboration with Prof. T.-K. Kim, U. Pusan),
and have characterized the local structure (ground state) in the vicinity of the Cr atom via EXAFS 
measurements at the Advanced Light Source BL6.

Figure 1 (a-b) Static XANES spectra of reference complexes ([FeII(CN)6]
4-, [FeIII(CN)6]

3-) and mixed valence 
compounds FeRu and FePtFe taken at ALS BL 10.3.2 where (a) shows multiple pre-edge features shifting from 
Fe(II) to Fe(III) and (b) shows a clear increase in energy and slight increase in relative intensity for the edge energy 
in Fe(III) vs Fe(II). (c) Equilibrium Fe K XE spectra of reference complexes ([FeII(CN)6]

4-, [FeIII(CN)6]
3-) and 

mixed valence compounds FeRu and FePtFe taken at BL 7-ID at APS. (d) Fe K RIXS spectra of the FeRu taken at 
BL 7-ID at APS. The spectra show a clear distinction between the Fe(II) complexes, which include the ground state 
mixed valence compounds, and the Fe(III) complex, which replicates the Fe state after MMCT photoexcitation. All 
complexes were dissolved in water to an iron concentration of at least 30 mM and flowed through a jet or capillary 
set-up. 
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Ab Initio Molecular Dynamics/Molecular Mechanics (AIMD/MM), XA spectroscopy, UV/Vis and 
IR Spectroscopy of Model Complexes [Fe(CN)6

4- & Fe(CN)6
3-] in Water (Govind) In order to study 

solvated model Fe(CN)6
4- and Fe(CN)6

3- complexes in water, we have performed extensive AIMD/MM 
dynamics simulations. The model complex was placed in a 40 Å cubic box and solvated with 2116 
randomly placed water molecules to give a density close to 1 g/cm3 (water density at standard 
temperature-pressure). The complex was treated quantum mechanically (QM), while the rest of the 
system (the water bath) was treated at the molecular mechanics (MM) level. Three K+ cations and four K+

cations were randomly placed in the solvation environment for the Fe(CN)6
3- and Fe(CN)6

4- complexes, 
respectively, to neutralize the charge of the solvation box. The water molecules, which comprise the MM 
region, were treated with the SPC/E water model. AIMD/MM molecular dynamics simulations were 
performed at 298.15 K (NVT) for 10 ps after equilibration. For the SPC/E water model, the SHAKE 
algorithm was used to keep the water molecules rigid (constraining the bond lengths and bond angle).  
The QM region (i.e., complexes) were described at the density functional  theory (DFT) level of theory 
with the generalized-gradient approximation (GGA) functional of Perdew, Burke, and Enzerhof (PBE). 
The complexes, which comprise the QM region in the models, were allowed to move freely (i.e., SHAKE 
was not applied). Following the AIMD/MM runs, we extracted approximately 150 frames of the complex 
with a shell of water molecules from the trajectory to perform the XANES and UV/Vis spectra 
calculations. In addition to the shell of waters, the COSMO implicit solvent model was also included in 
all the frames to treat the far field. IR spectra were calculated directly from the AIMD/MM trajectory via 
the autocorrelation of the velocities. The Fe K-edge XANES and UV/Vis spectra were calculated with 
TDDFT. We have extended our TDDFT code to capture the quadrupole transitions in the Fe K-edge 
XANES. Our calculations are in excellent agreement with the experiments of Khalil and co-workers. We 
are in the process of preparing a joint manuscript covering this work. 

AIMD/MM, XA, UV/Vis and IR Spectroscopy of Dimer Complex [Fe(CN)5-CN-Ru(NH3)5] in Water 
and Formamide (Govind) A similar protocol, as described above, was also applied to the solvated dimer 
complex FeRu in water and formamide. The dimer complex model involved the solvation in a simulation 
box containing the dimer complex with 2109 water molecules to give a density close to 1 g/cm3. The 
second model involved the solvation of the box with 953 formamide molecules to give a density close to 
the formamide density of 1.13 g/cm3 at STP. For the MM water molecule region, the SPC/E force-field 
was applied as with the previous model complex cases.  For the MM formamide region in the second 
model, the GAFF force-field parameters were applied along with the Columbic charges derived by 
Andersson et al. via ab initio calculations. The SHAKE algorithm was used to fix hydrogen bearing bonds 
in formamide. As with the model complexes, the QM complex region was unconstrained. The details of 
the AIMD/MM simulations are the same as that for the model complexes. We have completed our 
AIMD/MM calculations of the dimer complex in water and are in the process of completing the 
calculations in formamide. The XANES, UV/Vis and IR spectra, as in the model complexes, will be 
calculated here. The goal of this study is to elucidate the structural and spectroscopic differences of the 
dimer complex in water and formamide as has been discussed by Khalil and co-workers. These results 
will be summarized in a joint paper focusing on the dimer complexes in water and formamide.

Simulating Valence-to-Core X-ray Emission Spectroscopy (Govind, Mukamel) Valence to core X-ray 
emission spectroscopy (VtC-XES) is a sensitive tool to identify ligands and characterize ligand valence 
orbitals in transition metal complexes. The VtC-XES features arise on the high energy tail of the much 
stronger K 1,3

ligand s- or p- character and metal p-character to the (metal) core 1s orbital. Usually a VtC-XES spectrum 
2,5

valence orbitals with mainly ligand s- 2,5 

peaks are determined by valence orbitals with heavy ligand p-character and some metal p-character, 
which contain the information of chemical bonds between the metal center and ligands. Compared with 
X-ray absorption techniques like XANES and EXAFS, an advantage of XES is that it does not require 
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ultra-high vacuum experimental conditions, 
which facilitates in situ measurements. Since 
the metal p-character in valence orbitals are 
relatively small, VtC-XES lines are much 
weaker than the K 1,3 lines. However, the 
rapid development of highly intense X-ray 
laser sources such as the X-ray free electron 
laser (XFEL) has made VtC-XES a very 
promising and emerging technique to study 
transition metal complexes. We have 
recently developed a simulation protocol that 
combines traditional linear-response time-
dependent density functional theory (LR-
TDDFT) with a full core hole ionized state 

as reference to simulate VtC-XES spectra. In contrast with the single-particle DFT approach, which 
provides a reliable description of single configuration dominant VtC X-ray emission processes our 
approach is well-suited to describe emission processes with multiconfigurational character. We have 
applied our approach to calculate the K-edge VtC-XES spectra of seven low- and high-spin model 
complexes involving Cr, Mn and Fe transition metal (TM) centers with different oxidation states.
Specifically, we have chosen the following TM complexes: [CrIII(NH3)6]

3+, [Cr0(CO)6]; MnII(H2O)6]
2+,

[MnII(CN)5N]3-; [FeII(CN)6]
4-; [FeIII(CN)6]

3- and [FeII(CN)5(NO)]2-. We have studied the dominant spin 
states of these complexes, that is, the high-spin quartet for [CrIII(NH3)6]

3+, the low-spin singlet for 
[Cr0(CO)6], the high-spin sextet for MnII(H2O)6]

2+, the low-spin doublet for [MnII(CN)5N]3-, the low-spin 
singlet for [FeII(CN)6]

4-, the low-spin doublet for [FeIII(CN)6]
3-, and the low-spin singlet for 

[FeII(CN)5(NO)]2-. Our calculated results are in excellent agreement with experiment. An example is 
provided in Figure 2. Our paper, where we detail our approach and findings, is currently under review in 
JCTC. We are extending the above benchmark study to calculate the VtC-XES of the model complexes 
[Fe(CN)6

4- & Fe(CN)6
3-] in water. In addition, this analysis will also be performed for the mixed valence 

FeRu dimer, FePtFe and RuCrRu complexes in water. This data has just been acquired by the Khalil and 
Schoenlein groups at the APS beamline (described earlier).

Calculating Electron Transfer Rates (Mukamel) Khalil and coworkers have carried out a series of 
nonlinear IR and vibrational-electronic spectroscopy studies to investigate the charge transfer and 
vibrational energy relaxation dynamics of several typical vibrational modes in the Fe-Pt-Fe trimer and Fe-
Ru dimer complexes. These systems are important models to understand photoinduced charge transfer 
and chemical reactions in transition metal complexes. With the kinetic and vibrational-electronic coupling 
parameters obtained from these experiments, we plan to construct simple model Hamiltonians to describe 
the dimer and trimer systems, with which one can recover the experimental charge transfer and 
vibrational relaxation dynamics. Using a Green’s function approach, electron transfer rate expressions 
with vibrational effect will be derived and how each specific vibrational mode affects the ultrafast 
electron transfer in the studied system will be analyzed. With the knowledge, we can further study how to 
control electron transfer in these systems with differently shaped IR pulses. 

DOE SUPPORTED PUBLICATIONS (09/01/14 - present)

1. Courtney, Trevor L.; Fox, Zachary W.; Estergreen, Laura; Khalil, Munira. Measuring Coherently 
Coupled Intramolecular Vibrational and Charge-Transfer Dynamics with Two-Dimensional 
Vibrational–Electronic Spectroscopy. The Journal of Physical Chemistry Letters 2015, 6, 1286-1292.

2. Zhang, Yu; Mukamel, Shaul; Khalil, Munira; Govind, Niranjan. Simulating Valence-to-Core X-ray 
Emission Spectroscopy of Transition Metal Complexes with Time-Dependent Density Functional 
Theory. Journal of Chemical Theory and Computation 2015, (in review)

Figure 2. VtC emission spectrum of MnII(H2O)6]
2+ 
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Program Scope 

The objectives of this program are to investigate 1) thermal and non-thermal reactions at surfaces and 
interfaces, and 2) the structure of thin adsorbate films and how this influences the thermal and non-
thermal chemistry. Energetic processes at surfaces and interfaces are important in fields such as 
photocatalysis, radiation chemistry, radiation biology, waste processing, and advanced materials 
synthesis. Low-energy excitations (e.g. excitons, electrons, and holes) frequently play a dominant role in 
these energetic processes. For example, in radiation-induced processes, the high energy primary particles 
produce numerous, chemically active, secondary electrons with energies that are typically less than ~100 
eV. In photocatalysis, non-thermal reactions are often initiated by holes or (conduction band) electrons 
produced by the absorption of visible and/or UV photons in the substrate. In addition, the presence of 
surfaces or interfaces modifies the physics and chemistry compared to what occurs in the bulk. 

We use quadrupole mass spectroscopy, infrared reflection-absorption spectroscopy (IRAS), and 
other ultra-high vacuum (UHV) surface science techniques to investigate thermal, electron-stimulated, 
and photon-stimulated reactions at surfaces and interfaces, in nanoscale materials, and in thin molecular 
solids. Since the structure of water near interface plays a crucial role in the thermal and non-thermal 
chemistry occurring there, a significant component of our work involves investigating the structure of 
aqueous interfaces. A key element of our approach is the use of well-characterized model systems to 
unravel the complex non-thermal chemistry occurring at surfaces and interfaces. This work addresses 
several important issues, including understanding how the various types of low-energy excitations initiate 
reactions at interfaces, the relationship between the water structure near an interface and the non-thermal 
reactions, energy transfer at surfaces and interfaces, and new reaction pathways at surfaces. 

Recent Progress 

Turning things downside up: Adsorbate induced water flipping on Pt(111) 
Water-metal interfaces are important for many areas of science and technology including corrosion, 
electrochemistry, and electrolysis. These interfaces are interesting in part due to the complex ways in 
which the hydrogen bonding arrangement within the water network adapts to the presence of a symmetry-
breaking 2-dimensional interface. The changes in the hydrogen bonding network at metal interfaces are 
also related to how water adapts to hydrophilic and hydrophobic solutes. 

We have examined the adsorption of the weakly bound species N2, O2, CO and Kr on the 
3.25)3737( R  water monolayer on Pt(111) using a combination of molecular beam dosing, infrared 

reflection absorption spectroscopy (IRAS), and temperature programmed desorption (TPD).  In contrast 
to multilayer crystalline ice, the adsorbate-free water monolayer is characterized by a lack of dangling OH 
bonds protruding into the vacuum (H-up). Instead, the non-hydrogen-bonded OH groups are oriented 
downward (H-down) to maximize their interaction with the underlying Pt(111) substrate.  Adsorption of 
Kr and O2 have little effect on the structure and vibrational spectrum of the “ 37 ” water monolayer 
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while adsorption of both N2, and CO are effective in “flipping” H-down water molecules into an  H-up 
configuration (see Figure 1).  This “flipping” occurs readily upon adsorption at temperatures as low as 20 
K and the water monolayer transforms back to the H-down, “ 37 ” structure upon adsorbate desorption 
above 35 K, indicating small energy differences and barriers between the H-down and H-up 
configurations. The results suggest that converting water in the first layer from H-down to H-up is 
mediated by the electrostatic interactions between the water and the adsorbates. 
 

 
This work was done in collaboration with B. D. Kay and R. S. Smith and is published in reference 4. 
 
 
Insights into Acetone Photochemistry on Rutile TiO2(110).  

TiO2 is a widely used photocatalyst. Its ability to oxidize organic contaminants makes it useful, for 
example, in air and water purification systems and as a thin-film coating for self-cleaning surfaces. As a 
result of titanium oxide’s practical applications and its potential use in photocatalytic water spitting, it has 
been the subject of a tremendous amount of research. We have previously investigated in detail the 
photooxidation of CO to CO2 on TiO2(110). Those experiments showed that the CO2 is ejected from the 
surface with a non-cosine angular distribution that provided valuable information about the reaction 
pathway. Recently, we have extended our investigation of photooxidation reactions on TiO2(110) to more 
complex molecules, this time focusing on acetone.  

We have used IRAS, angle-resolved PSD and other methods to investigate the thermal- and 
photon-stimulated reactions of the acetone co-adsorbed with oxygen on rutile TiO2(110) and irradiated 
with UV photons with energy above the bandgap. Our results show that the acetone photochemistry on 
TiO2(110) involves two distinct photochemical reaction pathways. One reaction pathway proceeds via a 

 
Figure 1. IRAS spectra for 1 ML H2O with and without 1 ML adlayers of Kr, O2, N2 or CO. The 

3.25)3737( R water monolayer on Pt(111) (black line) has very few dangling OH bonds (i.e. the 
small peak at ~3696 cm-1).Weakly bound adsorbates such as CO and N2 flip some of the H-down water 
molecules within the water monolayer to an H-up configurations leading to a significant increase in the 
dangling OH peak intensity. 
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previously-proposed acetone diolate intermediate (see Figure 2). This reaction pathway is most evident 
for initial coverages of acetone that are less than or approximately equal to the coverage of oxygen 
adatoms on an oxidized TiO2(110) surface, but it occurs for all acetone coverages studied (i.e. 0 – 0.6 
monolayers). IRAS spectra show 2-acetone diolate forms via thermally-activated reactions between 
chemisorbed oxygen and acetone. Angle-resolved measurements of the CH3 radicals that are ejected from 
the acetone diolate during UV irradiation show that they have a distribution that is peaked at ~  66  from 

the normal [110] vector in the ]011[
_

 azimuth (i.e. perpendicular to the rows of bridging oxygen (Ob) and 
Ti5c ions), consistent with the expected orientation of the C–CH3 bonds in 2-acetone diolate on 
TiO2(110). After UV irradiation, the acetone diolate peaks disappear from the IRAS spectra and new 
peaks that are associated with the 2-acetate are observed. The results provide direct signatures of the 
previously-proposed 2-step mechanism of the acetone photooxidation on TiO2(110).  
 

 
We also find a second reaction channel in which the methyl fragments are ejected along the 

surface normal (see Figure 3). This normal component of the PSD distribution is associated with a 
different precursor molecule and indicates that a second, previously unknown, photochemical reaction 
channel exists for acetone on this surface. The “normal” component grows with acetone coverage in the 
0–0.6 ML range, and it becomes a significant reaction channel for acetone coverages at the upper end of 
this range. Both reaction channels lead to the ejection of CH3 during UV irradiation and to the eventual 
desorption of ketene at the same temperature during post-irradiation TPD (corresponding to thermal 
decomposition of surface acetate). Both components of the CH3 PSD angular distribution are relatively 
narrow as compared to the cosine distribution characteristic for desorption of thermally-equilibrated 

 
Figure 2. Schematic of the reaction channel for acetone adsorbed on oxidized TiO2(110) that leads to 
CH3 emission off-normal to the surface via the acetone diolate intermediate. 
 
 

 
Figure 3. Schematic of the reaction channel for acetone adsorbed on oxidized TiO2(110) that leads to 
CH3 emission normal to the surface via the acetone enolate intermediate. 
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molecules, indicating both channels are the result of non-thermal bond-breaking events. Although we 
cannot make a definitive assignment of the second reaction channel, the results suggest that acetone-
enolate, produced by non-thermal reactions in the acetone adsorbed on oxidized TiO2(110), is the photo-
active species responsible for the normal component observed in the CH3 AR-PSD measurements.  
This work is published in references 5 and 6. 
 

Future Directions:  

Important questions remain concerning the factors that determine the structure of thin water films on 
various substrates. We plan to continue investigating the structure of thin water films on non-metal 
surfaces, such as oxides, and on metals where the first layer of water does not wet the substrate. For the 
non-thermal reactions in water films, we will use IRAS to characterize the electron-stimulated reaction 
products and precursors. We will also continue our investigations into the photochemistry of small 
molecules on TiO2(110).  
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Program Scope

A wide range of disciplines and techniques are used to probe chemical effects induced at
interfaces by radiation. Fundamental radiation chemical effects in homogeneous media continue 
to be a major effort at the NDRL and this program utilizes that expertise to examine much more 
complicated heterogeneous systems with their wide variety of challenges. Areas being addressed
relevant to the nuclear power industry include construction materials commonly found in reactors
or in the storage of waste fuel and proposed newer cladding materials. This work extends our 
extensive knowledge on the radiolysis of water and aqueous solutions to include the effects due to 
an added interface. Another active area of research involves probing the precise interactions 
occurring at gas – solid interfaces using advanced X-ray photoelectron spectroscopy techniques.
In particular, emphasis has been given to gases at GaP and GaAs surfaces because of their use in 
photoelectrochemical devices.

Recent Progress and Future Plans

The radiolysis of a variety of iron oxide powders with different amounts of associated water 
has been performed using gamma rays and 5 MeV 4He ions 1. Adsorbed water was characterized 
by both temperature programmed desorption and diffuse reflection infrared Fourier transform 
spectroscopy to reveal a variety of active sites on the surface. Molecular hydrogen production was 
found only from water adsorbed on Fe2O3, and the yield was several orders of magnitude greater 
than that from bulk water. Aqueous slurries of FeO, Fe3O4 and Fe2O3, examined as a function of 
water fraction, gave different yields of H2 depending on the oxide type and the amount of water. 
Examination of the iron oxide powders following irradiation during X-ray diffraction showed no 
change in crystal structure. Raman spectroscopy of the oxides revealed the formation of islands of 
Fe2O3 on the surfaces of FeO and Fe3O4. X-ray photoelectron spectroscopy of the oxides revealed 
the general formation of new oxygen species following radiolysis.

Two copper oxides, cuprous and cupric oxide, were characterized using a variety of surface 
techniques including scanning electron microscopy, temperature programmed desorption, diffuse 
reflectance infrared Fourier transform spectroscopy, Raman spectroscopy, X-ray photoelectron 
spectroscopy and X-ray diffraction to analyze changes in the oxide surface following irradiation 
with gamma rays and 5 MeV 4He ions 2. The radiation chemical yield for H2 was also measured 
for copper oxide powders with adsorbed water as well as with slurries containing various amounts 
of water. The yield of H2 was found to be slightly greater than the yield expected for bulk water 
radiolysis indicating some small radiation chemical effect of the oxide surface on water. X-ray 
photoelectron spectroscopy indicated that the amount of OH groups present on the cuprous oxide 
surface decreased as a result of the irradiation while the cupric oxide surface had an apparent 
increase in OH groups on the surface. This result suggests that the mechanism for the formation 
of H2 differs based on the surface composition and structure of the oxide.

Other popular construction materials used in the nuclear power industry such as Al2O3 will 
be examined at the molecular level following radiolysis by gamma rays and 4He ions. Zircaloy is 
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a common cladding material, but it is known to spontaneous reduce water at high temperatures 
leading to potentially disastrous results as witnessed at Fukushima. One of the more promoted 
alloys for use as cladding in the future generation of nuclear reactors is SiC, which has undergone 
considerable material science studies and proven to be very stable under a variety of thermal 
conditions. However, little is known about the radiation chemistry of SiC and systematic studies 
will be undertaken to understand the effects of radiation on the chemistry of water in association 
with SiC and surface oxidation of the material.

A detailed molecular-level understanding of gas-solid interfacial interactions, especially 
under operational conditions, is important, both from the applied and fundamental points of view. 
Recently, fundamental investigations probing water adsorption and dissociation onto surfaces of
GaP- and GaAs-based photoelectrodes, which can be incorporated into photoelectrochemical 
(PEC) solar cells, were conducted in order to elucidate the water effects on surfaces upon CO2

reduction 3-5 and water splitting 6-8. However, due to our limited knowledge of the material and 
electronic structures of such semiconductor surfaces, especially under realistic conditions, there is 
no comprehensive understanding of molecular chemistry at the water/electrode interface 9-11.
Photoelectrodes, especially under operational conditions, usually suffer from a variety of issues,
including a short lifetime due to photocorrosion and decreased electron extraction efficiency due 
to the formation of oxides on the electrodes’ surface 8-11. Because PEC processes occur in an 
aqueous environment, it is essential to understand the nature of H2O interactions with 
semiconductors and the possible oxidation and reduction mechanisms at the H2O/semiconductor 
interface 4,7. Characterization of interfacial interactions between several molecular gases and 
GaAs(100) or GaP(111) surfaces were carried out by X-ray photoelectron spectroscopy (XPS), 
which is one of the surface sensitive techniques used most widely 12. Moreover, our advanced in
situ instrumentation, i.e., near-ambient pressure XPS (NAP XPS), enabled us to explore the 
gas/solid interfacial chemistry at elevated pressures (up to the mbar range) and temperatures (up 
to 773 K). 

We have reported the evolution of photoemission spectra from GaAs(100) over wide 
ranges of pressures and temperatures for the three oxidants, N2O, NO, and O2

13. Our results 
indicated that, for these three gases, the oxidation processes at the gas/semiconductor interface are 
distinctly different. The extent of surface oxidation was determined primarily by the following 
factors related to the oxidants: chemical bond dissociation energies, the presence of unpaired 
electrons, electron affinities, and dipole moments, all of which affect the kinetics and energetics 
of adsorption and oxidation. NO has the greatest ability to oxidize the surface at temperatures 
below 473 K, while O2 is the more efficient oxidant at higher temperatures. N2O oxidizes GaAs 
gradually with increases in pressure and temperature, but it does not produce oxidation to any great 
degree. The open-shell structure of NO enables it to be adsorbed and to dissociate, even at room 
temperature, which results in surface oxidation. At higher temperatures, the extent of oxidation
due to NO interactions depends on gas pressure, i.e., the number of NO molecules that are adsorbed 
onto the surface. In the case of O2, surface oxidation is determined by the dissociation of O-O
bonds, which can be facilitated at higher temperatures. In the case of N2O, despite the fact that it 
has the lowest bond dissociation energy, interactions between this molecule and GaAs are weaker.
Our study on the reactivity of GaAs surfaces with various oxidants can be used to model processes 
in which charge carriers that are photogenerated in the bulk of a semiconductor migrate to the 
surface and interact with the adsorbant 10.
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In addition to detecting the final products of gas dissociation onto surfaces, we were able 
to detect intermediate species through in situ tracking of physicochemical processes on the surface.
Knowing the intermediate species allows us to deduce the reaction pathways and to obtain a 
comprehensive picture of surface oxidation at close to ambient conditions, which cannot be 
achieved with the standard XPS technique. For example, in the case of the H2O/GaP(111) 
interface, we observed the formation of final products with a different degree of oxidation and 
hydroxylation, On• Ga• (OH)3-n where 0  n  1, via a Ga2O-like intermediate species 14.

Although we have proposed mechanisms that may explain the nature of the oxidant 
interactions with the GaAs and GaP surfaces, they should be confirmed with results from 
computational modeling, which we plan to perform with the LLNL group. Moving forward, we 
will extend this study to other III-V semiconductor materials such as GaSb and GaN, in order to 
understand the effects of the counter ion on surface oxidation in Ga-based materials. We also plan
to study an entire PEC device in which GaP acts as a photoelectrode for water splitting. In such a 
case the surface chemistry of this PEC solar cell will be also monitored under operando conditions 
using the NAP XPS system.
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Single-Molecule Interfacial Electron Transfer 

H. Peter Lu 

Program Scope 

Recent Progress 

Single-Molecule Interfacial Electron Transfer Dynamics of Porphyrin on TiO2

Nanoparticles: Dissecting the Complex Electronic Coupling Dependent Dynamics.

m

m
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Figure 1.

Figure 2. m

m

m

Single-Molecule Interfacial Electron Transfer 
Dynamics of Porphyrin on TiO2 Nanoparticles: 
Dissecting Driving Force and Electron Accepting 
State Density Dependent Dynamics.  

m

.  

Figure 3.
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Figure 4.
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Comparative Studies of Interfacial Electron Transfer Dynamics at Different Energy 
Substrates: Suppressed Fluorescence Blinking of Single-Molecules on Doped 
Semiconductors. m
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Solution Reactivity and Mechanisms through Pulse Radiolysis 
 

Sergei V. Lymar 
Chemistry Department, Brookhaven National Laboratory, Upton, NY 11973-5000 

e-mail: lymar@bnl.gov 
 
 
Scope 

This program applies pulse radiolysis for investigating reactive intermediates and inorganic 
reaction mechanisms. The specific systems are selected based on their fundamental significance 
or importance in energy and environmental problems. 

The first project investigates physical chemistry of nitrogen oxides and their congeneric 
oxoacids and oxoanions. These species play an essential role in environmental chemistry, 
particularly in the terrestrial nitrogen cycle, pollution, bioremediation, and ozone depletion. 
Nitrogen-oxygen intermediates are also central to the radiation-induced reactions that occur in 
nuclear fuel processing and within attendant nuclear waste. Equally important are the biochemical 
roles of nitrogen oxides. We apply time-resolved techniques for elucidation of the prospective 
reactions in terms of their thermodynamics, rates and mechanisms, focusing on the positive 
nitrogen oxidation states, whose chemistry is of the greatest current interest. 

The second project deals with radiation chemistry in polar aprotic solvents. Due to their 
solubilizing properties, low nucleophilicity, and large electrochemical window, these solvents are 
widely used in mechanistic studies of transition metal complexes including those relevant to redox 
catalysis. Our recent studies have shown that pulse radiolysis, particularly combined with time-
resolved infrared detection (TRIR), is a powerful technique for gaining mechanistic insights into 
the dynamics of redox catalysis in polar aprotic solvents through probing normally inaccessible 
catalysts’ oxidation states. However, this research is hampered by insufficient understanding of 
primary radiolysis species in these solvents and by the deficiency of methods for directing their 
reactivity toward generating strong reductants or oxidants that can be used for initiating useful 
redox chemistry. Our recent work has been focused on acetonitrile, which is our solvent of choice 
for a number of planned TRIR mechanistic studies. 

The goal of the third project has been to gain mechanistic insight into redox catalysis through 
characterization of the catalyst transients involved in the catalytic cycle, with the focus on water 
oxidation catalysis, which remains the greatest challenge in the photochemical water splitting. The 
major difficulty here has been in detection and characterization of the reaction intermediates. In 
this project, we apply time-resolved techniques to clarify the nature of the catalyst transients 
formed during water oxidation, thereby providing information that is critical to performing 
accurate mechanistic analyses. 

This abstract summarizes recent results from the last two projects; the first project was 
presented in detail at the previous meeting. 

Collaborators on these projects include M. Valiev (PNNL),1 J. Hurst (WSU, emeritus),2-5 D. 
Polyansky (BNL),4 and D. Grills (BNL).6 
 
Recent progress 

CO2
– radical in acetonitrile. (with David C. Grills) The only reducing species generated by 

pulse radiolysis in MeCN is the solvated electron (es–), which we used for initiating the reductive 
chemistry of a Mn complex: Mn(HCO2)(tBu2-bpy)(CO)3 + es–  Mn (tBu 2-bpy)(CO)3 + HCO2–.6 
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We also observed that addition of formate 
(HCO2–) nearly doubles the radiation yield of 
the Mn(HCO2)(tBu2-bpy)(CO)3 reduction. A 
similar effect of formate was detected in the 
reduction of nitrobenzyl compounds and 
attributed to the reducing action of the CO2 –

radical (E0(CO2/ CO2–)aq = -1.9 V NHE7-8)
produced via H-atom abstraction from 
HCO2

- by the radiolytically-generated 
CH2CN radical.9 From literature,7-8,10 we 
estimate BDE(H–CO2–)  92 kcal/mol. 
Because BDE(H-CH2CN) is 97 kcal/mol, 
such a reaction is feasible, but both the 
previous and our attempts to detect the 

characteristic UV absorption of CO2 – were unsuccessful, raising doubts about the intermediacy of 
formate-derived CO2 –. However, using TRIR we did observe this radical as shown in Figure 
above. To our knowledge, this is the first direct IR detection of CO2 – in solution. The results 
clearly indicate that comparable CO2 – amounts are produced by CO2 electron capture and through 
oxidation of HCO2– by solvent radicals. However, the nature of the latter process, particularly the 
origin of the fast initial CO2 – rise, and the CO2 – decay pattern are not as yet understood. We will 
further explore these features and also broaden the approach to include secondary alcohols and 
alkoxides, whose C–H BDEs are even lower than that in HCO2– (e.g., we estimate BDE of 85 
kcal/mol for C-H in Me2C(H)O–). We thus anticipate that alkoxides will be more efficient than 
formate in intercepting the C-centered solvent radicals and generating very strong reductants (e.g., 
E0(Me2CO/Me2 CO–)aq = -2.1 V NHE). 

Intermediates in Water Oxidation Catalysis.2-5 (with James K. Hurst) Of all structurally defined,
homogeneous catalysts that have been -oxo-bridged ruthenium ion cis,cis-

[(bpy)2(H2O)RuIII-O-RuIII(OH2)(bpy)2]4+ (known as the
“blue dimer”), where bpy = 2,2'-bipyridine (denoted {3,3}
and shown to the left), has been the most extensively studied. 
Water oxidation by the “blue dimer” involves its progressive 
oxidation with the attendant loss of protons to the ruthenyl 
{5,5} state. However, the properties of the catalyst’s unstable 
oxidation states above {3,4} and the catalysis mechanism 
remain in dispute. 

We determined that one-electron oxidation of {3,3} to 
{3,4} by S2O8

2– occurs through concurrent reaction pathways 
corresponding to the three protic forms of {3,3}. Free energy 
correlations of the rate constants, transient species dynamics 
determined by pulse radiolysis, and medium and temperature 
dependencies all suggest that the rate determining step in 
these reactions is a strongly non-adiabatic dissociative 

electron transfer within a precursor ion pair leading to the {3,4}|SO4
2-|SO4 – ion triple (IT in 

Scheme below). As deduced from SO4 – scavenging experiments, this radical then either oxidizes 
{3,4} to {4,4} within the ion triple, effecting a net two-electron oxidation of {3,3}, or escapes in 
solution with ~25 % probability to react with additional {3,3}, that is, effecting sequential one-
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electron oxidations. These unusual reactions provide a clean 
way to generate {3,4}, which has made possible pulse 
radiolysis application for assessment of the {3,4} reactivity 
toward oxidizing radicals and obtaining and characterization of 
the {4,4} state, including its electronic spectrum and direct 
measurement of its comproportionation ({3,3} + {4,4} 
2{3,4}) and disproportionation (2{4,4} {3,4} + {4,5}). These 
are the two most important spontaneous processes that control 
the catalyst’s energy efficiency. 

For the reaction of {3,4} with OH , the transient spectrum 
indicates stoichiometric reduction of {3,4} to {3,3}. This reaction constitutes a clear example of a 
rare type of reaction known as “oxidant-induced reduction” and requires that the bipyridine ligand 
undergoes oxidation leading to net hydroxylation of the ring (Scheme below). This reactions is
interesting within the context of water oxidation because a mechanism for catalysis involves water 
attack on {5,5} that may result in addition of the nascent OH-fragment to the ligand, which could 

be the initial step in oxidative 
degradation of the “blue dimer” and/or 
O2-forming pathways involving non-
innocent participation of the ligand. 
 

 
Planned work will investigate: 
 Nature and radiation yields of primary acetonitrile radiolysis products. 
 Techniques for directing primary radiolysis species toward generating strong reductants or 

oxidants in acetonitrile. 
 Novel pathways for generating nitroxyl species (1HNO and 3NO–) and their reactivity, 

including their self-decay and spin-forbidden ground state bond breaking/making reactions. 
 Energetics and redox reactivity of trioxodinitrate (HN2O3–/N2O3

2–) species, and their nitroxyl 
release mechanism. 

 Redox and radical chemistry in the nitrite/nitrate system, including: formation pathways and 
thermodynamics of nitrate radical anion, NO3

2–; rates and mechanisms of its acid-catalyzed 
and redox reactions. 
 
 

References (DOE sponsored publications in 2014-present are marked with asterisk) 
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Ab initio approach to interfacial processes in hydrogen bonded fluids 
Christopher J. Mundy 

Physical Sciences Division 
Pacific Northwest National Laboratory 

902 Battelle Blvd, Mail Stop K1-83 
 Richland, WA 99352  

chris.mundy@pnnl.gov 
 

Program Scope 
 
The long-term objective of this research is to develop a fundamental understanding of processes, 
such as transport mechanisms and chemical transformations, at interfaces of hydrogen-bonded 
liquids. Liquid surfaces and interfaces play a central role in many chemical, physical, and 
biological processes. Many important processes occur at the interface between water and a 
hydrophobic liquid. Separation techniques are possible because of the hydrophobic/hydrophilic 
properties of liquid/liquid interfaces. Reactions that proceed at interfaces are also highly 
dependent on the interactions between the interfacial solvent and solute molecules. The 
interfacial structure and properties of molecules at interfaces are generally very different from 
those in the bulk liquid. Therefore, an understanding of the chemical and physical properties of 
these systems is dependent on an understanding of the interfacial molecular structure. The 
adsorption and distribution of ions at aqueous liquid interfaces are fundamental processes 
encountered in a wide range of physical systems. In particular, the manner in which solvent 
molecules solvate ions at the interface is relevant to problems in a variety of areas.  Another 
major focus lies in the development of models of molecular interaction of water and ions that can 
be parameterized from high-level first principles electronic structure calculations and 
benchmarked by experimental measurements. These models will be used with appropriate 
simulation techniques for sampling statistical mechanical ensembles to obtain the desired 
properties. 
 
 
Progress Report 
A molecular model of nanoscale hydrodynamics [1] 
 
In this work, we construct a particle-based model to capture the nanoscale fluctuation 

hydrodynamics and the hydrophobicity effect.  
Following the pioneering work of Lum-
Chandler-Weeks we seek to add the 
microscopic concepts of compressibility and 
surface tension to a well smoothed dissipative 
particle dynamics model that correctly captures 
macroscopic flow as described by Navier-
Stokes. The advantage to our formulation is 
that we are using a Lagrangian based method 
and can easily perform the molecular dynamics 
of a reduced model (Navier-Stokes) with the 
microscopic concepts of compressibility and 

 
Figure 1:  (Left) Capillary wave spectrum as a function of resolution of 
our model as compared to MD (green) and theory (black).  (Right) The 
free energy of solvation for cavities of different radius at different 
resolutions of the model. Cyan is the free energy of solvation of a coarse 
representation in the absence of compressibility and capillarity. 
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capillarity.  To this end, our model can reproduce surface tensions and solvation free energies of 
small spheres as directly compared to molecular simulation (see Figure 1).  

The role of short-range structure in hydrophobic solvation [4] 

Here we study the structural and electrostatic 
consequences of the various broken symmetries 
that arise from inserting the simplest model of an 
uncharged ion core, a hard sphere solute of varying 
radius into water as described by two classical 
water models, SPC/E and TIP5P, and by state-of 
the art quantum density functional calculations.  
We show, the solvent response to a hard sphere 
(HS) solvation generate special configurations that 
are particularly sensitive to small differences 
between donor and acceptor hydrogen bonds and to 
local variations in the induced charge density as 
shown in Figure 2 [4]. This system provides a 
stringent test of classical water models in a 

physically important application where accurate quantum calculations can be carried out to 
assess their predictions. These results have implications for nonzero ionic charge and needed 
improvements to the Born model.  In our study we derive explicit expressions for the calculation 
of the potential at the center of the HS cavity due to the structure of water.  Thus, the relationship 
between local hydration structure and the cavity potential provides an important insight into the 
sensitivity of on hydration free energies to forms of molecular interaction (e.g. quantum versus 
classical).   These results in conjunction with our previous studies provide further evidence that 
the differences in the solvent response to broken symmetries have measurable consequences that 
can influence the underlying thermodynamics of ions in solution.  

Acids in the vicinity of the air-water interface [3,5] 

The role of the first solvation shell as an important ingredient for ion adsorption has lead to a 
unique program at PNNL to determine the accurate local hydration structure of ions using X-ray 
adsorption fine structure (EXAFS) in conjunction with molecular dynamics (MD) using ab initio 
based interaction potentials.  Although there is a theoretical and experimental consensus that ions 
can be present at the air-water interface, there is no such consensus regarding the self-ions of 
water (H3O+ and OH-) that comprise acids and bases.  Recently we have established the use of ab 
initio based interaction potentials to study hydrochloric acid (HCl) over a variety of 
concentrations [5].  Our recent joint simulation/experimental study has verified the emergence 
and experimental assignment of a contracted contact ion pair between chorine and H3O+ moiety.  
This observation and prediction suggests a picture of acids where the chloride anion is not a mere 
spectator but an active participant in the determination of the activity of the excess proton.  In 
our previous study it was found that the solvation structure of HNO3 in bulk at high 
concentrations resembled the interfacial solvation of HNO3 at low concentrations (e.g. isolated 

SPC/E

DFT and 
TIP5P

ϕ

 
Figure 2:  Schematic of the solvation patterns of different 
water models around a hard sphere [4].   The left panel is 
SPC/E water and shows only one distinct population for the 
orientation of water around the hard sphere favoring the 
configurations consistent with donation of hydrogen bonds.  
The left panel shows the results of TIP5P and DFT water 
models where the there is clear population in both donating 
and accepting configurations. 
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molecule).   The differences in the local solvation structure between HNO3 under interfacial and 
bulk solvation was correlated to the measured degree of dissociation in both environments.   

Extensions of the aforementioned work on nitric acid were initiated to explain the observed
proton exchange from HCl to DCl in molecular beam experiments on the liquid-air interface of 

salty glycerol solutions [3].  To this end we performed ab 
initio MD simulations and computed the potentials of mean 
force (PMF) for acid dissociation of HCl in bulk and in the 
vicinity of the air-water interface.  Our finding, consistent 
with our previous studies on nitric acid, is that the 
preponderance of the contracted contact ion-pair between 
chorine and H3O+ in high concentration HCl is observed at 
low concentrations of HCl in the vicinity of the air-water 
interface.  The abundance of this contracted ion pair at the air-
water interface preconditions the likelihood for fast proton 
exchange as shown schematically in Figure 3.   Moreover, 
when the acid is changed to HBr no fast proton exchange is 
observed.  This was also corroborated in our simulations 
where we found that HBr has little to no propensity to form 
contact ion pairs and favors reactive channels to complete 

dissociation. 

Connections of the aforementioned work to our recent study 
of the intrinsic PMFs of H3O+ to the air-water interface[5] can 
provide clues to understanding the controversial topic of the 
surface propensity of protons to the air-water interface.  
Indeed, our intrinsic PMFs indicate that there is no strong 
driving or repelling force for the isolated H3O+ to air-water 
interface as shown in Figure 4.  Rather our research suggests 
a picture where the correlated interactions of the proton and 
the counter ion must be considered to form a complete picture 
of acids in the vicinity of the air-water interface.  This is 
distinct from our understanding of the inorganic electrolytes 
where the independent ion picture seems to hold for 
concentrations below 1 M. 
 
Future directions 
We are currently extending this work to investigate the solvent 
response of charged hard spheres using multiple 
representations of the molecular interaction for water (e.g. 

TIP5P, SPC/E, flavors of DFT).  Our preliminary results are shown in and suggest that is not 
possible with a single parameterization of a water model to reproduce the solvent response  of a 
quantum based interaction to neutral, positive, or negative charged hard spheres.  

Acknowledgements. This work was performed with Yan Levin (Brazil) John D. Weeks (U. 
Maryland), D.J. Tobias (UC-I), Ilja Siepmann (U. Minn.), and I.-F.W. Kuo (LLNL), Greg 

- +

+-

 
Figure 3:  A schematic depicting the possible 
channels for acid dissociation in the vicinity of 
the air-water interface [3] 
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DYNAMIC STUDIES OF PHOTO- AND ELECTRON-INDUCED REACTIONS 
ON NANOSTRUCTURED SURFACES - DE-FG02-90ER14104 
Richard Osgood,  
Center for Integrated Science and Engineering, Columbia University, New York, NY 10027, Os-
good@columbia.edu 
 
Program Scope or Definition: 
 Our current research program seeks to examine the photon- and electron-initiated reac-
tion mechanisms, and nonequilibrium-excited dynamics effects, occurring with excitation of ad-
sorbates on well-characterized metal-oxide surfaces, comparing both in single-crystal and in 
nanocrystalline forms.  Our program has developed and improved a new synthesis method for 
uncapped nanocrystals with specific orientation and atomic structure in situ in UHV.  STM-based 
nanocrystallography is used to identify the atomic structure and orientation of these nanocrystals 
and their adsorbates, including subtle effects such as moiré patterns. In order to explore the dy-
namics of surface reactions, 3 types of excitation are applied to adsorbate-covered surfaces: (a) 
thermal excitation in temperature programmed desorption (TPD) experiments, (b) irradiation with 
monochromated light form a UV lamp, and (c) excitation with the electric charge, injected from 
an STM tip. The last method allows single-molecule resolved studies. The resulting chemistry 
and surface dynamics are investigated via imaging of the reaction fragments in the vicinity of the 
reaction sites.   

Our initial studies included an ordered series of alkanes, while our most recent experi-
ments have been directed toward charge-induced reactions of trimethylacetic acid (TMAA) ad-
sorbed on single-crystal TiO2(110) surfaces and TiO2 nanocrystals prepared on a Au(111) sub-
strate. TMAA was chosen since it is known to exhibit light-induced chemistry on TiO2, this pho-
to-chemistry has been examined extensively in experiments by our DOE PNNL colleagues. Our 
current research has shown that metal-supported TiO2 nanocrystals are active for UV light-
induced desorption of TMAA with efficiencies comparable to those of single-crystal surfaces. 
Also STM tip-induced desorption of TMAA has been demonstrated on the TiO2(110) surface by 
application of negative sample biases that inject electronic holes into the substrate. Mechanical 
strain-induced modulation of adsorbate surface dynamics on TiO2(110) has been observed. Final-
ly, in collaborative project, the surface chemistry of deuterated CH3OH on a set of iron oxide re-
constructions of Fe3O4 has been initiated. 
 
Recent Progress: 
STM studies of photoreactions on supported single-crystal & single-nanocrystal TiO2. 

In order to establish the dynamics of light-induced reactions on TiO2 surfaces that could 
serve as a platform for more complex studies of single-molecule charge-induced reactions, a se-
ries of experiments has been carried out, in which surfaces with adsorbed target molecules were 
controllably exposed to photon-energy-tuned UV light. Trimethyl acetic acid (TMAA) was cho-
sen as a model photoreaction active molecule due to its ease of handling and the existence of nu-
merous prior studies of its photoreactivity, including DOE Labs (e.g. PNNL). UV doses were 
administered using a Xe-Hg arc lamp, which was spectrally narrowed with a monochromator to a 
15 nm bandwidth. Using this apparatus, the photoreactivity of TMAA on the surfaces of both a 
single-crystal rutile(110) bulk crystal or a TiO2 nanocrystal sample, grown on a Au(111) sub-
strate, was explored.  In the case of single-crystal rutile(110) surface individual TMAA molecules 
were clearly visible in the STM images, thus allowing measurement of their areal density simply 
via direct “counting” of the molecules in a known area. Thus the molecular desorption rates could 
be measured from the images of TMAA-rutile(110) surface before and after UV doses. Typical 
data from a TMAA photo-depletion experiment is shown in Fig. 1 (blue data). Using this ap-
proach, a 5 × 10-5 quantum efficiency of this light-induced process was measured for λ = 305. 
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However, the identical experiment with 360 nm UV light did not show noticeable desorption 
even after a 4.5-hour dose. While photolysis of TMAA on single-crystal TiO2 surface is a well-
studied reaction, our experiments are the first spectrally resolved measurements. Our results also 
directly demonstrate hole-mediated dy-
namics of this photoreaction. Indeed, 
the energy of λ = 360 nm photons is 
well above the TiO2 bandgap and such 
light is readily adsorbed in TiO2 bulk. 
However, the adsorption depth for 360 
nm light is 250 nm, which is much 
greater than diffusion range of holes in 
TiO2 (10 nm) thus explaining negligible 
reaction rates. In comparison, the ad-
sorption depth for the 305 nm light is 13 
nm, thus allowing the photoreaction rate 
to be determined. 

In addition, single-site resolved 
TMAA photolysis experiments have 
been performed with our TiO2 nano-
crystals prepared on the Au(111).[2] 
This procedure leads to the formation of 
10–30 nm wide and 1–3 nm tall crystal-
lites with predominantly a rutile (100) 
orientation of their top face. Since this 
was the first study of TMAA interaction 
on TiO2 nanocrystals, our initial exper-
iments explored the adsorption state of 
TMAA on these nanocrystals. Using both STM imaging and temperature programmed desorption 
(TPD) spectroscopy, our experiments established that TMAA readily adsorbs on the TiO2 nano-
crystal surfaces at 300K with the local surface density of the adsorbed molecules being compara-
ble to that on the single-crystal rutile(110) surface. The adsorbed molecules follow a nearly iden-
tical thermal decomposition pattern for nano-TiO2 and rutile(110) with the important exception 
being that nanocrystals of TiO2 generate more dehydrogenated products compared to bulk single-
crystal (110). 

One example from a photo-reaction 
experiment is shown in Fig. 2. The left STM 
image shows a TMAA-saturated 20nm-wide 
TiO2 nanocrystal and the left image shows 
the same nanocrystal after a 15min exposure 
to 305nm UV light. Light-induced desorp-
tion from the crystal is evident from the sur-
face molecular density; counting of individ-
ual molecules suggests that ~50% of the ini-
tially adsorbed TMAA molecules have been 
removed by irradiation. This result was fur-
ther supported by independent TPD experi-

ments, which compared TPD spectra from as-prepared with spectra from UV-irradiated 
TMAA/nano-TiO2/Au(111) surfaces, as shown in the insert in Fig. 1. Using these TPD-based 
measurements, the UV irradiation time dependence of TMAA photodesorption from nano-
TiO2/Au(111) surface was determined for λ = 305nm. These data are shown in Fig. 1 together 
with the photodesorption data from a (110) surface. The comparison of the time constants of the 

UVUV

Fig. 2: 25 × 25 nm STM images on TMAA-covered 
TiO2 nanocrystal on Au(111) substrate before (left) 
and after (right) a dose of 300nm UV light. 

 
Fig 1: Cumulative plot showing the dynamics of TMAA 
desorption from nano-TiO2/Au(111) (red symbols) and 
rutile(110) (the blue symbols) surfaces induced by 305 
nm UV light. The rutile(110) data was based on STM 
images and the nano-TiO2 data was derived from pre- 
and post-irradiation TPD data, as shown in insert. 
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two curves indicates that the efficiency of TMAA photodesorption on nano-TiO2/Au(111) is ~ 4 
times lower than that on rutile(110). This ratio of efficiencies can be explained through the differ-
ence in optical paths of UV light in the samples. To the best of our knowledge, this is the first 
atomically-resolved study of any photo-induced reaction on the surfaces of TiO2 nanocrystals.[6] 

 
Studies of STM tip-induced surface reactions  

As a next step towards understanding dynamics on a single-molecule scale, a number of 
experiments have been performed, in which surface reactions were triggered by charges, injected 
from an STM tip. Earlier, we have demonstrated electron-induced chemistry of halo-
hydrocarbons on TiO2 surface.[1] Recently, we have explored the possibility of initiation of the 

TMAA photodesorption reaction on ru-
tile(110) surface by controlled variations of 
the sample bias voltage. TMAA photode-
sorption is known to be activated by the 
electronic holes, generated in the TiO2 bulk 
by UV light. Thus in the case of STM tip-
induced experiments, the holes were created 
by application of negative sample biases. 
Several experimental protocols have been 
tested and the results of one such experiment 
is shown in Fig. 3. In this figure the left 
STM image shows TMAA-saturated ru-
tile(110) surface. After taking the image a 
smaller 20 × 20 nm area of the surface was 
scanned with V = - 3.5V bias for 400sec in 

total. Then the original 40 × 40nm area was imaged again at the normal +1.5Vbias. It can be seen 
from the left image in Fig. 3 that the virtually all TMA surface species have desorbed as a result 
of the negative bias application. This tip-induced reaction exhibits a clear energy threshold; thus 
in our experiments it was shown that V = - 3.0V bias causes no detectable TMAA desorption at 
identical conditions to the experiments shown in Fig. 3. 
 
Catalytic studies on iron-oxide surfaces. 

In order to expand our oxide-substrate capability to other materials of interest, our group, 
has begun to examine processes on Fe3O4(111) surfaces.[4]  In particular, we chose to study the 
surface reactivity of deuterated methanol, which is of interest for fuel-cell applications. The 
unique combination of STM and TPD capabilities of our experimental chamber allowed us to 
relate specific reactivity patterns to different surface phases of Fe3O4(111) that included 
Fe2O3(0001) and FeO(111). These surface phases were formed by varying the sample preparation 
conditions; the phases could be easily distinguished in STM images. Methanol species were ob-
served to be dissociatively adsorbed only on the Fe-terminated Fe3O4(111) surface and phy-
sisorbed on the O-terminated FeO(111) surfaces. On Fe sites, methanol is first dissociated into 
methoxy (CD3O) attached to surface-terminating Fe ions and D-atom atop the under-coordinated 
oxygen sites of Fe3O4(111). A fraction of these surface species then recombined to desorb as mo-
lecular methanol (CD3OD) from the surface at 365 K. Methoxy (CD3O) is further dissociated into 
formaldehyde (CD2O) and D-atoms at higher temperatures. The gas-phase formaldehyde (CD2O) 
and methanol molecules recombinatively desorb from the surface at 635 K.  From a more general 
point of view, our work has shown that reaction of methanol on the iron-oxide surface is shown to 
have high sensitivity to atomic-level surface reconstruction. 

 
 
  

Fig. 3: Two STM images showing the same 40 × 
40nm area of TMAA-saturated (110) surface before 
(left) and after (right) the smaller area, marked with 
the red square, had been scanned with –3.5 V sam-
ple bias.  
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Fig. 4: 3D cross-sectional figure 
combining STM image of ru-
tile(110) with OH groups, distrib-
uted on the surface, and schemat-
ic sketch of a buried Ar cluster. 

Stress-Induced Reactivity on Oxide Surfaces. 
Our Group has recently demonstrated the use of nanoscale local strain to control surface 

reactions on oxide surfaces [3,5].  Thus we have used STM 
imaging in an UHV environment to show that this strain lo-
cally alters reactivity of the surface. This change may be 
used in conjunction understand the role of strain in control-
ling reaction dynamics on a strained surface. Our experi-
ments used a nanoscale template of extremely small, buried-
atom Ar clusters to provide nm-scale strain in near-surface 
layers of metal oxides, as shown in Fig. 4. These buried Ar 
clusters were prepared by a low-energy (i.e. 1-2 kV) ion 
beam in combination with high-temperature annealing. In 
the vicinity of the buried Ar blister, the atomic layers are 
deformed upward and a local strain field is established. 
 
Future Plans  

Our most recent experiments have showed that local 
(i.e. atomic scale) strain in TiO2 layers results in a change in 
the reactivity of that surface and, in particular, in change of 
the binding energy of hydrogen atoms, which are the sim-
plest adsorbates on the rutile(110) surface.[5] Our goal is now to understand the relationship be-
tween photo- and tip-reaction dynamics and surface strain. The O-H bond energy deviations due 
to surface strain have been deduced by collecting local OH concentration data on the surface pro-
trusions of different dimensions and using the statistical physics to process this data. Our plans 
for the coming year are to examine tip-induced surface fragment dynamics on TiO2 and to begin 
examination of reactions on other oxide surfaces 
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Studies of surface adsorbate electronic structure and femtochemistry at the 
fundamental length and time scales 

 
Hrvoje Petek 

Department of Physics and Astronomy and Chemistry 
University of Pittsburgh 

 
We study the dynamical properties of solid surfaces on the femtosecond temporal 

and nanometer spatial scales by time-resolved photoemission and scanning tunneling 
microscopy methods. The chemical and physical properties at molecule-solid interfaces 
are fundamentally important to solar energy conversion processes. Here we report on the 
recent results on the first experimental detection of excitons in metals and CO2 Capture 
by metal-organic chains on Au surfaces. 

Transient excitons at Ag(111) surface. In the field-theoretic description of light-
matter interaction, the absorption of a photon creating an electron-hole pair is an 
instantaneous process. At the instant of interaction, a photon induces a nonadiabatic 
transition in a metal to create an electron-hole pair interacting via the bare Coulomb 
interaction. This primary transition causes fast deviations from the initial charge density 
equilibrium of the system, which in turn couples to the dynamical polarization or 
screening response of the surrounding electronic density within a few lattice sites from 
the disturbance. The excitation evolves from this transient excitonic state, where a bound 
state of the electron-hole pair exists, to the fully screened state of the system, where a 
metal does not support a locally bound state of the Coulomb potential, on the time scale 
of formation of the screening charge density through the virtual single-particle and 
collective plasma excitations. In the case of a metal surface, the self-consistent linear 
response to creation of an external charge has the classical analog of perfect screening in 
the image charge. The image charge through the associated image potential supports a 
Rydberg series of image potential states. The transient exciton created by the interaction 
of a surface state electron with a photon can recombine to regenerate the coherent field 
(reflection), undergo a second-order scattering process with overall energy and 
momentum conservation (Drude absorption), or evolve into energy conserving 
asymptotic states such as the image potential states. In a nonlinear multiphoton 
photoemission experiment, additional absorption of photon can excite the electron above 
the vacuum level, with the resulting photoemission spectrum capturing the dynamics of 
the transient exciton evolving into the fully screened image potential state. 

In order to study the coherent interaction of light with metals, we developed a 
coherent three-dimensional multi-photon photoemission (3D-mPP) spectroscopy 
technique. In the case of Ag(111), we employ 3D-mPP to resolve for the first time the 
transient excitonic response of a metal. With single color, broadly tunable <15 fs pulse 
excitation in the visible spectrum, we excite mPP from Ag(111) surfaces, and image the 
resulting energy vs. parallel momentum distributions. The mPP spectra exhibit features, 
which cannot be attributed to single particle excitations among the well-known surface 
and bulk bands of Ag. In the case of 3PP form Ag(111) surface, a nondispersive feature, 
which dominates the spectra, appears when the laser is tuned near the two-photon 
resonant excitation from the Shockley surface state (SS) to the image potential state. The 
nondispersive character of the spectrum and the momentum range corresponding to the 
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SS attribute this feature to a localized state that is created by exciting an electron from the 
SS, namely the transient exciton.  

In order to obtain further information on this newly discovered transient exciton, 
we perform time-resolved mPP measurements with interferometric scanning of identical 
pump-probe pulses. Interferometric time-resolved photoemission movies with different 
excitation wavelengths identify the coherent pathways and timescales for 3PP via the 
transient exciton resonance of Ag(111) surface. Interferograms, such as in Fig. 1 for the 
normal emission from Ag(111) surface, contain information on the coherent interactions 
leading to the 3PP process. Fourier transforming the interferograms obtains 2D 
photoelectron spectra, which correlate the components of the coherent polarization 
excited in the sample with the final state energies in the 3PP spectra. The 2D spectra 
manifest the evolution of the transient exciton into the fully screened image potential 
state on the time scale of dephasing of the surface plasmon of Ag. Remarkably, at higher 
excitation fluences it is possible to drive high-order processes up to 9PP via the excitation 
of the transient exciton in Ag. In parallel with these experimental studies, we are 
developing the many-body theory of the ultrafast excitonic response of metals. 

The transient exciton at Ag(111) surface can be observed with 15 fs laser pulses 
due to the unusual screening properties at Ag surfaces. We plan to explore the transient 
exciton response on adsorbate modified Ag surfaces and on thin metal films on 
semiconductor surfaces.  The transient excitons and polaritonic responses of Ag and Cu 
surfaces are representative of the ultrafast optical responses of solid-state materials. Thus, 
similar coherent responses are likely to have a role in the conversion of solar to electrical 
and chemical energy in organic and inorganic semiconducting materials. 

Fig. 1. A cross-section through a 3D movie of photoelectron counts vs. energy, 
momentum, and pump-probe delay time for normal emission from Ag(111) surface 
excited with 2.04 eV light. Fourier transform of such interferograms provides 2D spectra 
that correlate the induced linear and nonlinear polarization excited in the sample with 
specific features in the mPP spectra. 
 
CO2 capture by metal-organic chains. Efficient capture of CO2 by chemical means 
requires a microscopic understanding of the interactions of the molecule-substrate 
bonding and adsorption-induced collective phenomena. By molecule-resolved imaging 
with scanning tunneling microscopy (STM), we investigate self-catalyzed CO2 adsorption 
on one-dimensional (1D) substrates composed of self-assembled metal-organic chains 
(MOCs) supported on gold surfaces. Exposing Au(100) and Au(111) surfaces to 1,4-
phenylene diisocyanide (PDI) molecules under UHV conditions leads to self-assembly of 
one-molecule wide chains that uniformly cover the exposed Au surfaces, with a minimum 
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interchain separation of ~1.4 nm. The chains are composed of alternating 1.1 nm long 
units of Au adatoms forming covalent bonds to –NC functional groups of flat lying PDI 
molecules. The chains order into uniform grating structures even at lower coverages 
through long-range dipole-dipole repulsion.  
 Exposing MOCs to CO2 at 77 K causes their large-scale redistribution, namely 
they gather into close-packed structures where CO2 molecules are sandwiched in one-
molecule wide ranks between the adjacent chains. We attribute the CO2 molecule-
induced coalescence to a charge redistribution from the chains to the molecules, which 
transforms the chain interactions from repulsive to attractive. Implicit in this mechanism 
is charge transfer to CO2 molecules, i.e., the first step in CO2 reduction. 
 By mediating the interchain attraction CO2 molecules create more favorable 
adsorption sites for further CO2 adsorption thereby self-catalyzing their capture. The 
release of CO2 molecules by thermal desorption returns the MOCs to their original 
structure, indicating that the CO2 capture and release are reversible processes.  
 To understand more deeply the interactions that lead to the self-catalyzed CO2 
capture, we employ low temperature scanning tunneling microscopy (LT-STM), X-ray 
photoelectron spectroscopy (XPS), infrared reflection absorption spectroscopy (IRAS), 
temperature programmed desorption (TPD), and dispersion corrected density functional 
theory (DFT) to characterize chemisorption and physisorption of CO2 molecules on Au 
surface supported Au-PDI metal-organic chains. The STM imaging reveals that Au-PDI 
chains activate the normally inert Au surfaces by promoting CO2 chemisorption at the Au 
adatom sites even at <20 K. The CO2

δ− species at low coverage are imaged as single 
molecules attached to either or both sides of Au adatoms with a characteristic two-lobed 
structure (Fig. 2a). As the CO2 coverage is increased, additional molecules cluster in 
highly ordered two-dimensional (2D) physisorbed clusters, which grow into a full 
monolayer on Au crystal terraces (Fig. 2b, c). The chemisorption-induced physisorption 
by the “anchoring” CO2

δ− enable unprecedented imaging of single CO2 molecules from 
single molecules to full monolayers. The dispersion interactions with the substrates cause 
the monolayer films to assume a rhombic structure similar to a high-pressure CO2 
crystalline solid. The IRAS, XPS, and TPD measurements support the coexistence of the 
chemisorbed and physisorbed CO2 molecules up to 120 K.  

Fig. 2. (a) Au-PDI chains at low CO2 coverage. Single chemisorbed CO2
δ− species are 

found aside of Au adatoms. (b) The CO2
δ− species seed and anchor CO2 physisorption in 

larger cluster as the coverage is increased. (c) At full monolayer coverage CO2 molecules 
form a rhombic structure that is characteristic of a high-pressure CO2 phase. 
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 The Au surface supported Au-PDI chains provide a platform for investigating the 
physical and chemical interactions involved in CO2 capture and reduction. Au-PDI chains 
and Au substrates exhibit characteristics of both the homogeneous and heterogeneous 
catalysis, but it is not clear to what extent are the observed activity due to the Au-PDI 
chains, the substrate, or a cooperative interaction among them. In future experiments we 
plan to investigate whether similar self-assembly of metal-organic constructs occurs on 
other noble and transition metal substrates, and to what extent are the observed 
interactions enabled by the metal-organic constructs in the absence of the metallic 
substrate. Such metal-organic constructs are an interesting interfacial species with yet 
unknown chemical properties, because they appear to exist mainly on metal surfaces and 
not independently in other environments. Other experiments will probe the unoccupied 
electronic structure of Au-PDI chains by time-resolved two-photon photoemission with 
and without decoration of CO2 molecules, to investigate the possibility of photoinduced 
reduction of CO2. Coadsorption with proton donating molecules may enable further 
reduction through proton-coupled electron transfer. 
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MOLECULAR STRUCTURE, BONDING AND ASSEMBLY AT 
NANOEMULSION AND LIPOSOME SURFACES 

PI: Geraldine Richmond, University of Oregon 
Start date:  September 1, 2015 

Email:  richmond@uoregon.edu 
Program Scope and Definition 

Nanoemulsions have attracted considerable attention in recent years due to their unique 
potential applications in drug delivery,2,3 oil recovery,4,5 and as nanoreactors for producing 
polymers and nanomaterials.6  They are also predicted to be increasingly important commercially 
since significantly less emulsion stabilizing surfactant is required for their function. They are 
also attractive as useful dispersant of deformable nanoscale droplets with flow properties from 
liquid to highly solid, and optical properties ranging from opaque to nearly transparent. Relative 
to micelles little is known about creating and controlling nanoemulsions including the interfacial 
molecular processes that lead to their formation and stability. Although it may seem that 
nanoemulsion formation should be similar to micellar (microemulsion) systems, in fact they can 
behave quite differently and often for reasons that are not yet fully understood.7-10    
Nanoemulsions do not form spontaneously and require an external shear beyond that of ordinary 
procedures used to create micelles.  This shear is required to overcome the effects of surface 
tension and create droplets in the nanoscale regime. Once formed however they can be stable for 
long periods of time, making them very attractive for commercial and pharmaceutical products 
requiring a long shelf-life. Key to advancing the utility of these and related nanoscale liposome 
systems is to develop the needed molecular-level understanding of the structure and bonding 
interactions present at the surface of these soft nanoparticles.  The objective of these studies is 
just that:  to advance our understanding of the molecular structure, orientation and bonding of 
surfactants at the surface of nanoemulsions and liposomes, and the bonding characteristics of 
interfacial water that is either confined or surrounding the surfactant coated soft particle 
surfaces.  The project involves a series of carefully designed studies that explore the molecular 
nature of adsorption and surface interactions on regular and reverse nonemulsions created with 
selected cationic or anionic surfactant suspended in water and oil respectively, and liposomes 
suspended in water that are comprised of mixtures of these surfactants. 

 Our approach involves measuring the surface vibrational spectroscopy of the surfactant 
coated particle surfaces in-situ using vibrational sum frequency scattering spectroscopy 
(VSFSS),11 with related complementary studies of these surfactant systems examined at the more 
well-defined planar oil/water interface by vibrational sum frequency spectroscopy (VSFS). 
Classical molecular dynamics (MD) calculations coupled with density functional theory (DFT) 
methods will be employed to assist in spectral assignments and understanding solvation effects. 
Other experimental techniques such as dynamic light scattering (DLS), zeta potential and 
interfacial tensiometry will also be used. These new studies launch our long-term effort to 
understand the molecular properties of liquid surfaces in several exciting new directions. They 
build on and take advantage of our leading capabilities in using both experimental techniques 
(e.g., VSFS, surface tensiometry, zeta potential and DLS) and computational methods (MD, 
DFT) to detail molecular interactions at the planar oil/water interface, and our early success in 
using VSFSS in preliminary studies of suspended nanoparticles.  The systems chosen for study 
have been carefully selected with the dual goals (1) to understand how the molecular properties 
of these surfaces vary with such parameters as surface and solvent composition, particle size and 
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interfacial charge, and (2) to better define the experimental parameters involved in this relatively 
new VSFSS technique and its strengths and limitations as a general tool for studying suspended 
particle systems of importance in fields such as energy technology, environmental science, 
chemistry, medicine and biology.  

      The suspended 
particle systems chosen 
for study fall into three 
categories as depicted in 
Figure 1: (a) regular 
nanoemulsions, where the 
dispersed oil phase is 
encapsulated by 
surfactants that align with 
their tails in the interior of the particle suspended in the aqueous solution, (b) reverse 
nanoemulsions, where the dispersed aqueous phase is encapsulated by surfactants that align with 
their tails towards the continuous bulk oil phase, and (c) liposomes which are composed of a 
bilayer of surfactants that form into a spherical particle suspended in an aqueous phase.6 Our 
target particle size for both the nanoemulsions and liposomes is in the range of 100-1000 nm.7-8   

 
Recent Progress 

Over the past two years, we have been assembling the instrumentation for conducting the 
VSFSS experiments and have recently had success in our chosen model system of AOT reverse 
and regular nanoemulsions.   These are very difficult experiments so we are delighted to be able 
to report success. There are several interesting preliminary results that are arising from these 

early studies that warrant 
further exploration and 
validation.   

Shown in Figure 2 are 
examples of spectra we 
obtain for 220 nm AOT at 
the reverse nanoemulsion 
and regular nanoemulsion 
surfaces, and comparative 
planar oil/water interface 
using the SSP polarization 
scheme. Two primary 
peaks appear in all spectra 
near 2855(± 5)  cm-1 for 

the methylene symmetric stretch and at 2873 cm-1 for the methyl symmetric stretch.  The 
response from the regular, reverse and planar surfaces are remarkably similar and indicative of 
similar chain disorder as the hydrocarbon tails extend into the oil phase, even though the oil 
phase in these preliminary studies is different for the regular nanoemulsion.   
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The spectra obtained thus far for the carbonyl region provide equally interesting results for 
the reverse nanoemulsion and planar O/W system (Figure 3).  In both cases we observe the 
splitting of the C=O mode into two distinct peaks.  However the peak positions and their relative 
intensities differ considerably between the reverse nanoemulsion and planar systems.  Using our 
standard VSF spectra fitting routines to fit the spectra (black line),55 several interesting peaks are 
determined (which appear at slightly different frequencies from simple visual inspection of the 
spectra due to the coherent nature of the VSF spectroscopy). The peak positions determined from 
the fitting are at 1670 (± 5) cm-1  and 1720 cm-1 for the reverse nanoemulsion.  These peaks are 
shifted significantly to lower 
energies compared to AOT 
vibrational modes in bulk CCl4 at 
1736 cm-1,118 consistent with 
higher degrees of water solvation 
of the carbonyl regions of AOT at 
the nanoemulsion surface. 
Comparing this to AOT at the 
CCl4/D2O planar interface at the 
same concentration yields 
somewhat different results. The 
planar spectrum (right) was fit 
with three peaks. The peak around 1730 cm-1 for the AOT C=O mode is only slightly shifted 
from its single peak in CCl4, indication of a carbonyl that is in a largely CCl4 environment. There 
is also a peak which is red shifted from the C=O in bulk CCl4 at about 1660 cm-1, and appears as 
a shoulder in the VSFS planar spectrum.  We attribute this to carbonyls that align to be more 
solvated in the aqueous phase and near to the peak seen in the scattering experiments.  Its 
intensity is much weaker than in the scattering experiment although similar polarizations 
schemes need to be employed to draw any such conclusions.  There is also a small peak in the 
planar studies at 1770 cm-1 that at this point we can only speculate as being carbonyls in a 
hydrophobic environment created by the alkyl hydrophobic chains and CCl4.  A similar peak 
might be present in the reverse nanoemulsion spectrum but we need to verify this with different 
polarizations and improved S/N.   

Although there is much more work to done even on these preliminary studies, we are 
encouraged by our success in conducting these difficult experiments that have taken two years to 
assemble, and the clear differences and similarities in the spectra from the scattering vs. planar 
studies for AOT at the CCl4/D2O interface. The studies further highlight the value of these 
spectroscopic methods in understanding surface phenomena for these O/W nanoparticle systems.  

 
Future Plans 

Our plans for the coming year of funding are to verify the above preliminary results and 
move forward with a number of different projects.  First priority in moving forward is to conduct 
VSFSS studies that compare the measurements of AOT regular and reverse nanoemulsions in 
more detail than described above including different polarization schemes.  These AOT particle 
and planar studies will also examine the variation in interfacial behavior with surfactant 
concentration for both regular and reverse emulsions as we seek to understand some key issues 
with regards to critical micelle concentration (CMC) formation for these nanoparticle systems. 
Additional studies are planned to conduct similar measurements with cethytrimethylammonium 
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bromide (CTAB) at both the regular and reverse nanoemulsion surface as well as the planar 
surface.  As with AOT, concentration studies and polarization measurements will be involved.   
DLS, surface tension and zeta potential measurements will be performed as needed on both the 
AOT and CTAB systems.  Central to all these initial studies is to establish experimental and 
sample preparation procedures for accurate VSFSS measurements of AOT and CTAB for the 
~200 nm particles as a starting point with particles of varying sizes to follow as a longer term 
goal. Our MD and DFT computational studies described below will assist in spectral 
interpretation as in our previous studies.  

The surface spectroscopic studies will probe AOT’s behavior by studying vibrational modes 
such as the C-H, C=O and S-O stretch modes that appear near ~3000 cm-1,  ~1730 cm-1 and 
~1080 cm-1  respectively, along with interfacial water modes in the 3200-3800 cm-1 region.   We 
know from our previous work that C=O and S-O modes are sensitive to the level of hydration 
and nearby ions.12-13 Alkyl conformational ordering will be determined through the C-H modes. 
For the amines the amino C-H modes of the methyl groups in the head group region, which are 
significantly shifted to a lower energy from the terminal methyl group, should have a strong 
symmetric stretch signal at 2780-2805 cm-1 that we will monitor.  Deuteration of solvents and 
molecules will be used where appropriate to help with spectral interferences from C-H and O-H 
stretching modes and absorptions. Where possible, the interfacial water will be examined 
through the OH stretch modes in the 3200-3700 cm-1 region as we have in past VSF studies.14,15 
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Berkeley, CA 94720 
 

Program Scope 
It is widely recognized that the solvation properties of ions and molecules influence, or even 
actually determine vital phenomena and processes, like electrochemical transport, bubble 
formation, ion pair formation and crystallization, protein folding,  corrosion, as well as chemical 
reactions in solutions and at interfaces.  This research program addresses the development and 
application of novel spectroscopic and theoretical technologies to this problem.  
 
Recent Progress 

 The Geissler group performs theoretical studies of solvation at interfaces.  The equilibrium 
distribution of small ions near an interface between air and liquid water highlights substantial 
shortcomings of classic theories for solvation. As first emphasized in computer simulations by 
Tobias and Jungwirth, such solutes can counterintuitively adsorb to the interfacial region, where 
they would seem to sacrifice the very favorable polarization energy underlying their high 
solubility. Subsequent computational work has shown that this behavior is quite general in model 
liquids, and has elaborated connections with a variety of supporting experimental measurements. 
Understanding this phenomenon in microscopic physical detail has formed a central goal of our 
work, both for its relevance for atmospheric and electro-chemistry and also for the basic gaps in 
chemical theory that it reveals.  We have established key implications of capillary fluctuations for 
solvation near interfaces, a factor that is neglected entirely in standard calculations of dielectric 
continuum theory. Liquid-vapor interfaces are typically soft, permitting substantial fluctuations in 
topography even on molecular scales. Given the strong forces a charged solute exerts on water 
density, one should therefore expect surface deformations to play an important role in surface 
solvation of ions, as we have confirmed using simulations and theory. These effects are in fact 
strong even for non-attractive solutes in water (i.e., hydrophobes). Creating space for solutes to 
occupy is achieved in bulk by constraining and reorganizing hydrogen bonds; near a soft interface, 
it can emerge from surface deformations instead. A theoretical basis for describing the interplay 
between these mechanisms has been established by Chandler and coworkers. We implemented and 
improved upon that approach to construct efficient and accurate coarse-grained models for 
hydrophobic solvation in heterogeneous environments. They yield remarkably accurate 
predictions in these situations, even for detailed statistics of microscopic density fluctuations. We 
have also performed calculations that clarify the significance of surface potential in ion adsorption, 
showing that the pronounced charge asymmetry of ion adsorption does not primarily arise from 
the natural orientation of water molecules at the air-liquid interface. 

 
 The Saykally group seeks to explore, develop, and apply novel methodologies for atom-specific 

characterization of hydration in liquids, solutions and their interfaces, employing combinations of 
liquid microjet technology with synchrotron X-ray and nonlinear optical spectroscopy in close 
connection with state-of-the-art theory.  As a route to clarifying the mechanism that selectively 
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drives ions to and away from the air/water interface, we have determined the associated entropy 
and enthalpy for this process from the temperature dependence of the adsorption free energy of the 
thiocyanate ion by UV resonant SHG spectroscopy.  Another manifestation of ion solvation versus 
solvent-solvent interaction is ion pairing.  We have recently reported the observation and 
characterization of "contact pairing" between positively charged guanidinium ions in aqueous 
solution, using the combination of synchrotron X-ray spectroscopy of liquid microjets and first 
principles' theory.  X-ray absorption spectroscopy of solutions of LiBF4 in propylene carbonate 
(PC), interpreted using first-principles electronic structure calculations within the eXcited electron 
and Core Hole (XCH) approximation, yielded new insight into the solvation structure of the Li+ 
ion in this model electrolyte; we find a Li+-solvent interaction number of 4.5. This result suggests 
that computational models of lithium ion battery electrolytes need to move beyond tetrahedral 
coordination structures.  Finally, electrokinetics technology was used to develop new ways to  

 detect X-ray absorption spectra of weakly interacting liquids with high vapor pressures. 
 
 The Ahmed group studies clusters as a route to definitive characterization of solvation which is 

amenable to detailed theoretical interpretation and comparison.  He has recently developed an 
experimental strategy for characterizing neutral versus ion-induced growth using in-source 
ionization of molecular beams with tunable VUV synchrotron radiation. Methanol cluster 
distributions at various distances between a nozzle and ionization show signatures for both ion 
induced and neutral nucleation. The experimental results could be explained qualitatively using 
Thomson’s liquid drop model. The in-source ionization method has been implemented to study 
non-equilibrium water cluster distributions upon VUV photoionization, and study ion-molecule 
reaction dynamics in mixed acetylene-ethylene clusters. Computational fluid dynamics 
simulations of the nucleation source have been implemented and a new quadrupole mass filter 
incorporated into the experimental apparatus. 

 
 The Harris group focuses on electron solvation at ionic liquid(IL)/electrode interfaces relevant to 

a variety of electrochemical devices using Time- and Angle-Resolved Two Photon Photoemission. 
Our initial studies observed a temperature dependent morphological phase change in the IL film, 
reflected in the ultrafast solvation response of a photo-injected electron. Subsequent experiments 
have involved well-defined layer-by-layer coverage to discover how excess charge solvation is 
influenced by electrostatic screening, charge location, and photoinduced film degradation.      
 
Future Plans 
Geissler plans to continue exploring correlations among multiple ions. Energy applications often 
involve sufficiently high ionic strength that such correlations cannot be neglected. Moreover, SHG 
studies by Saykally’s group indicate that finite-concentration effects on adsorption appear at 
relatively low concentration. Building on insight from our work on this problem, we also plan to 
address a more general question: What reduced description of microscopic fluctuations in liquid 
water will allow efficient, transparent, and accurate treatment of the diverse solute chemistries 
pertinent to energy sciences? The perspective of Lum, Chandler, and Weeks (LCW) on 
hydrophobicity, which focuses exclusively on microscopic density fluctuations, provides 
inspiration for this effort. Charged and polar solutes are clearly sensitive to additional features of 
the aqueous environment, most notably the electrostatic forces generated by water molecules’ 
strong dipole moment. We aim to identify order parameters that allow treatment of hydrophilic 
solvation along the lines of LCW theory. Early results indicate that these variables should 
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characterize both the solvent’s dipole field as well as connectivity of its hydrogen bonding 
network. 
 
Saykally will extend the studies described above to include temperature dependences for surface 
adsorption of other prototype salts, exploration of the generality of like-charge ion pairing in 
aqueous solution, and solvation of Li+ ions in other organic carbonate battery solvents.  A new 
project to study the hydration properties of aqueous free radicals by UV photolysis of liquid jets 
will be launched. 
 
Ahmed plans to use mass spectrometry in conjunction with synchrotron radiation in an integrated 
approach to move seamlessly from gas phase systems to solution phase chemistry mediated via 
clusters. This will be achieved with Infrared spectroscopy and Rydberg ionization with new 
sensitive molecular beams methods to probe excited state relaxation dynamics, charge transfer and 
binding energetics in small clusters. We propose to substantially advance the molecular level 
understanding of metal ion solvation by both XAS and VUV studies by performing size selected 
spectroscopy experiments in a recently acquired ion trap mass spectrometer. Metal ions can bind 
in different ligand sites in flavin molecule – on reactive C=O sites, nitrogen lone pairs, or can form 
π-complexes with aromatic rings.  Since near edge (C, N, or O) XAS is a powerful technique to 
probe local electronic structures and bonding, XAS would show a shift in absorption spectra as a 
result of complexation. Along with XAS, a complementary approach will be applied to study mass-
selected (MLn)x+ complexes using tunable VUV photon where information such as binding 
energies, coordination numbers, and solvation structures around metal ions can be obtained which 
in conjunction with theory can provide direct information on electrostatic and covalent bonding, 
and intermolecular forces.  
 
Harris plans to investigate how ultrafast processes can be controlled by exploiting the chemically 
tunable nature of IL materials.  Furthermore, he will aim to study IL growth and dynamics on 
carbon-rich electrodes in order investigate electron behavior in materials used in electrochemical 
devices. A new joint effort with the Saykally group will address the development of 2-dimensional 
SHG/SFG studies of aqueous electrolyte interfaces, which will provide much more detailed 
information about solvation and ion correlation at aqueous interfaces. 
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The long-term objective of this project is to advance the development of molecular simulation 
techniques to better understand fundamental properties and processes of molecular and nanoscale 
systems in complex environments, such as condensed phases and interfaces. We have focused on 
complexity associated with broken symmetries corresponding to vacuum/liquid, liquid/solid, and 
liquid/liquid interfaces or highly concentrated electrolytes. The characterization of these systems 
requires a description of molecular interaction that is more robust than what is required to 
describe bulk, homogeneous systems. Understanding the balance between descriptions of 
molecular interaction and complexity will continue to be the focus of future research efforts. We 
will continue to develop a systematic connection between models of molecular interactions and 
collective behavior of molecular systems. This will lead to an improved knowledge of complex 
collective behavior on a macroscopic scale. It involves the investigation of representations of 
molecular interaction as well as statistical mechanical sampling techniques and finding the 
balance between efficiency and accuracy in the description of molecular interaction.  
 

 
Figure 1. Forces between two solids in a concentrated electrolyte is determined from mass 
density, charge density and electrodynamic field fluctuations. 
 
To better understand collective many-body phenomena we are exploring the connection 
between: 1) the many-body decomposition of atom based potentials, 2) the partitioning of a 
system into an explicit sub-system and a bath and  3) transport and fluctuations of macroscopic 
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mass, charge, and energy field densities, as well as electrostatic and electrodynamic fields.  Each 
of these frameworks have a long history of development. We expect that the relation between 
these frameworks will need to be better understood in order to impact understanding of more 
complex phenomena.  
 
Towards these ends, we have explored the influence of broken symmetry on equilibrium 
fluctuations. In Ref. [1], we explored how a simple hydrophobic hard sphere disrupts the 
hydrogen bonding structure and the resulting electric field and polarization density distributions. 
Future efforts will extend this work to dynamic response and perturbations that push the system 
beyond linear response. [see Chris Mundy’s abstract] There is a dynamic consequence associated 
with the tuning of “frustrated charge models”[a] to recover only equilibrium fluctuations. Future 
work will focus on this by exploring the water exchange process about ions,[see Liem Dang’s 
abstract] comparing and constrasting the dependence on the descriptions of molecular 
interaction. In our studies we search for the appropriate amount of explicit treatment of 
electronic structure that allows for efficient sampling of a statistical mechanical ensemble of a 
system of interest. We have established that a Density Functional Theory (DFT) description of 
molecular interaction provides a quantitative representation of the short-range interaction and 
structure when compared to Extended X-ray Absorption Fine Structure (EXAFS) measurements. 
To do this we continue to develop our MD-EXAFS approach.[4] This approach has allowed us to 
characterize in detail the complex equilibrium associated with the dissociation of HCl in 
water,[2] and gives us confidence that the short range molecular phenomena is effectively and 
accurately described by DFT electronic structure coupled to statistical mechanical sampling. 
Much of our future efforts will concentrate on characterizing fluctuations, taking advantage of 
effective potentials of mean force and linear response kernels from density, charge and 
electromagnetic fluctuations. [See Figure 1.] 
 
In Ref. [3] we explored the consequences of solvent structure on the electrodynamic field 
fluctuations and consequently the Lifshitz force between the two solid surfaces. In this work we 
considered the water density responding to mica, TiO2, and gold. [See Figure 2.] In Figure 3 we 
display a typical force versus distance curve. We find significant deviations from conventional 
Lifshitz theory due to water structure. Future work will involve the coupling of molecular detail 
to the continuum description of the phenomena. 

  
 Figure 2. Water density profile.    
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Figure 3. van der Waals interaction between 16 nm2 flat mica surfaces as a function of separation 
distance. Note the significant difference between the theory that takes into account the 
nonuniform solvent density (green diamonds), compared to the result that considers only the bulk 
dielectric response of water (red squares). The black solid line represents the conventional 
Lifshitz theory. The gray region represents a region where there is significant overlap between 
the nonuniform solvent distributions and molecular detail becomes more significant. 
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Program Scope: 

Catalytic hydrogenations are critical steps in many industries including agricultural, chemicals, foods 
and pharmaceuticals. In the petroleum refining industry, for instance, catalytic hydrogenations are 
performed to produce light, hydrogen rich products like gasoline. Hydrogen activation, uptake, and 
reaction are also important phenomena in fuel cells, hydrogen storage devices, materials processing, and 
sensing. Typical heterogeneous hydrogenation catalysts involve nanoparticles composed of expensive 
noble metals or alloys based on metals like Pt, Pd, and Rh. Our goal is to alloy very small amounts of 
these types of reactive metals with more inert and often much cheaper hosts and to understand how the 
local atomic geometry affects reactivity.  We have focused on understanding the adsorption, diffusion, 
spillover and reactivity of hydrogen in a number of these types of systems. We designed well-defined 
Pd, Co, Au and Cu alloy surfaces that are amenable to high resolution scanning probe studies, X-ray 
photoelectron spectroscopy, and chemical analysis of adsorbate binding, spillover and reaction [1-10].  

Continuing our work on bimetallics, by studying Co nanoparticles grown on Cu we discovered a 
previously unreported, but catalytically relevant, high coverage phase of hydrogen that could only be 
formed by virtue of Co/Cu interface sites [4, 5, 10]. We also discovered that adsorbed CO and H, the 
two reactants in Fischer-Tropsch Synthesis, are segregated on Co nanoparticle surfaces [6]. CO adsorbs 
on the Co nanoparticles via spillover from the Cu, and we found that by depositing CO onto preadsorbed 
H layers, the CO is able to induce a two-dimensional phase compression of H, providing the first direct
visualization of this long proposed phenomenon in a catalytically relevant system. 

These types of alloy systems allow us to address previously unobtainable structures, densities and 
phases of hydrogen due to the limitations of single crystal work in ultra-high vacuum. By understanding 
the energy landscape for hydrogen activation, adsorption and spillover we have been able to generate 
catalytically relevant high coverage hydrogen phases, design efficient and selective hydrogenation sites, 
and trap hydrogen on surfaces beyond its normal desorption point yielding novel catalytic intermediates.   

Recent Progress: 

Towards a Molecular Level Understanding of Fischer-Tropsch Chemistry on Cobalt Nanoparticles 

The formation of carbon-carbon bonds is one of the most important synthetic processes, as it has a wide 
range of pathways and applications including in Fischer-Tropsch synthesis. Furthermore, the Ullmann 
reaction, the coupling of two aryl halides over a Cu catalyst, is one of the oldest transition metal-
catalysed reactions for forming C-C bonds between aryl groups, but it is notorious for its harsh 
conditions and intolerance to certain functionalities. As such, gentler more reliable pathways have been 
developed for forming C-C bonds that use palladium or nickel as the catalyst. These metals have found 
much popularity in the synthetic community and are widely used as the catalyst of choice in reactions 
such as the Suzuki, Stille, Heck, and Negishi cross couplings. However, while these metals can be used 
at the commercial scale, their cost (Pd) or toxicity (Ni) impose limitations on their use.  
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Following the recent interest in Co catalysts for solution-phase coupling reactions, we have used low 
temperature scanning tunnelling microscopy (STM), to track the reaction of both bromobenzene and 
benzylbromide on Co surfaces. This allows us to interrogate many fundamental aspects of forming sp2-
sp2 and sp3-sp3 C-C bonds. Co nanoparticles grown on Cu(111) allow us to visualize key steps in the 
coupling of these molecules from intact surface-bound starting materials, through dissociated 
intermediates, to products on Co surfaces. Using high resolution STM we have identified the 
intermediates in the Co-catalysed surface coupling reactions of bromobenzene and benzylbromide 
(Figure 1.). The intermediate structures consist of phenyl or benzyl groups bound directly to the metallic 
Co surface, which is in contrast to the organometallic intermediate previously observed for the surface 
Ullmann coupling of bromobenzene on Cu(111). This difference suggests that Co and Cu metal catalyse 
the C-C coupling via different mechanisms and provides insight as to why Co catalysts do not require 
the same high temperatures as traditional Cu catalysts. We also report the selective low temperature 
formation of biphenyl from bromobenzene. Our results on well-defined metallic Co surfaces indicate 
that heterogeneous Co nanoparticle catalysts are interesting candidates to explore for the development of 
new efficient and selective C-C coupling procedures. 

Figure 1. Nanoscale insight into C-C coupling on cobalt nanoparticles. STM images showing the 
reaction of benzylbromide on Co nanoparticles. The bottom images (Scale bars = 1 nm) are insets of the 
top images (Scale bars = 4 nm), as indicated by the black boxes. The schematics in the top right of D, E, 
and F indicate the state of the adsorbed species. A.) and D.). Images of benzylbromide as-deposited on 
the Co/Cu(111) surface. B.) and E.) After an 80 K anneal, the benzylbromide dissociates into Br atoms 
and benzyl species. C.) and F.) The molecules couple to form bibenzyl on the Co surface after a 450 K 
anneal. The right hand panel shows energy diagrams of the coupling of benzylbromide to bibenzyl and 
bromobenzene to biphenyl. BDEs (blue) are given in units of kJ/mol and refer to the bonds highlighted 
in red.

Squeezing and Stretching Pd thin films: a High-resolution STM study of Pd/Au(111) and 
Pd/Cu(111) Bimetallics 

Due to the high cost of Pd, many groups have also explored more inexpensive alternatives to pure Pd, 
such as bimetallic Pd alloys, ultra-thin Pd films, and single atom alloys, as that these alternatives use 
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smaller amounts of the active element. Many surface and near surface Pd alloys were shown to possess 
higher activity and selectivity than pure Pd or the supporting metals for various film thicknesses from 
the millimeter-scale (e.g. Pd membranes) to the nanometer-scale (e.g. clusters and isolated Pd atoms).In 
addition to modification of electronic states, thin films exhibit unique topographic structures, such as 
moiré patterns and periodic dislocation networks, which relieve strain and can organize nanostructure 
arrays. Both superstructures result from a mismatch between the lattice constant of the film and the 
underlying metal substrate, except in unique cases where dislocation networks are determined by the 
interface energy. In the case of a moiré pattern, the mismatch manifests as a superstructure resulting 
from the periodic shift in adsorption site of the surface atoms. This makes thin films interesting systems 
to study the deviation of lattice constants from the pure metal, the effect on the d-band center, and how 
adsorption and reaction properties are altered. 

By carefully measuring moiré patterns, creating simple structural models, and examining a probe 
molecule’s interaction with the surface, we have elucidated the structure of the Pd/Cu(111) and 
Pd/Au(111) layer on layer systems.  The observed contraction of the Pd lattice on Cu and expansion of 
the Pd lattice on Au indicates that strain in thin film bimetallic alloys can be intentionally tuned via the 
lattice constant of the supporting metal. Our results for these systems support DFT calculated trends of 
d-band shifts which suggest that tuning the lattice constant of a metallic film via a choice in substrate 
metal can be a useful way to control the reactivity of the alloy’s surface. We directly observe the 
diffusion of atomic H on these strained films and correlate diffusion barriers with 
compressive/expansive strain. These insights, obtained using surface science techniques, provide an 
important foundation for the directed design of better bimetallic thin film or nanoparticle catalysts. 
Furthermore, compared to Pd(111) single crystals which, even after months of UHV cleaning still 
contain defects and impurities, these films offer a simple, high purity system with which to study Pd 
surface chemistry. 

Future Plans: 

Our approach offers the opportunity to study the atomic-scale composition and structure of active sites 
and relate this information to their ability to activate, spillover and react industrially relevant small 
molecules. We will use these guiding principles to examine catalytic metal alloys from a new 
perspective and discover new processes. Future work is aimed at: 

1) Extending our single atom alloy (SAA) approach to understanding hydrogenations on PdAg and 
PdAu  

2) Using the “molecular cork” effect to control the activity and selectivity of surface catalyzed 
hydrogenation reactions 

3) Elucidating the optimal atomic geometry of AgCu for oxygen activation 

These model systems will allow us a fundamental understanding of many important elementary steps in 
surface catalyzed chemistry. The atomic-scale structure of the active sites in metal alloy catalysts is 
hard, if not impossible, to characterize by conventional methods. Our surface science approach that 
includes scanning probes offers methods to characterize the structure, stoichiometry, and reactivity, and 
provides an atomic-scale view of local structure and adsorbate binding/diffusion. However, when 
working on well-defined model systems it is imperative to work with the same elements, structures and 
ensembles that are present in the real catalysts under working conditions. Implementation of the SAA 
approach to the design of real catalysts requires consideration of the effect of higher reaction 
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temperature and pressure, which may cause the minority active element to segregate into the bulk of the 
more inert host and hence cause a loss in activity. Understanding and controlling surface segregation 
under reaction conditions will also be crucial for the efficient use of costly elements of the alloy by 
keeping them in active sites on or near the surface. Promisingly, there are now many experimental and 
theoretical examples of metal alloys under realistic conditions in which the more active element is 
stabilized at the surface by adsorbates.

All our proposed systems have been chosen with these considerations in mind. Active elements will be 
added/alloyed into more inert Cu, Ag, and Au surfaces. The (111) facet is chosen, as it is often the most 
commonly exposed facet on metal nanoparticles. While minority structures like step edges or defects 
often dominate the reactivity of metal surfaces, the chemistry of our alloyed systems is expected to be 
driven at the added metal atom sites and this will be checked with control experiments of the reactivity 
before and after alloying.
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Jewell, M. Stamatakis, M. B. Boucher, E. A. Lewis, C. J. Murphy, G. Kyriakou and E. C. H. 
Sykes - Nature Materials, 2013, 12, 523-528 

10) "Visualization of Compression and Spillover in a Coadsorbed System: Syngas on Cobalt 
Nanoparticles" E. A. Lewis, D. Le, A. D. Jewell, C. J. Murphy, T. S. Rahman and E. C. H. Sykes 
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Program Scope

There is currently significant interest in nanostructured materials that can confine liquids in

nanoscale pores, due to both the appearance of new fundamental phenomena in these systems and

their wide range of potential applications, including catalysis, sensing, separations, electrochemistry,

and optical materials. However, the design principles are still lacking for the development of such

mesoporous (2 nm ≤ diameter ≤ 50 nm) materials for practical applications that take advantage

of their large surface area-to-volume ratio and their high degree of tunability through pore size,

shape, roughness, and chemical functionality. At the same time, this gap points to the need to

improve our fundamental understanding of how complex liquid dynamics can arise from nanoscale

confinement and vary strongly with the confining environment properties.

We are addressing some of the outstanding questions regarding these nanoconfined liquid dy-

namics and the implications for chemical reactions – i.e., How does a chemical reaction occur

differently in a nanoconfined solvent than in a bulk solvent? – by using solvation dynamics as a

basis. Solvation dynamics is closely related to the reaction coordinate for charge transfer reactions

such as electron or proton transfer reactions and is often dramatically affected by nanoconfinement.1

Recent Progress & Future Plans

Solvation Dynamics at Planar and Confining Interfaces.

We have continued our work on solvation dynamics in confining silica frameworks and extended

it to behavior at planar silica interfaces. It is by now well established that liquid layering and

orientational ordering at interfaces produces an underlying free energy surface that affects the

behavior of solutes, e.g. reactants or chromophores. We have previously proposed that this should

affect chemical reactivity and spectroscopy. We have examined these effects in three ways.

First, we have carried out equilibrium simulations using replica exchange MD of the C153

dye molecule dissolved in ethanol confined within ∼ 2.4 diameter hydrophilic and hydrophobic

amorphous silica pores.2,3 This system is similar to those used in measurements by Baumann

et al.4 Our simulations for the electronic ground- and excited-states of C153 yielded a number

of interesting results.5,6 Foremost among these, we found that the position distribution of the

molecule depends on its charge distribution (which changes upon excitation), which can also be

demonstrated with a simple derivation that gives some insight into the generality of this result.6

Hydrogen-bonding and non-specific solvation play competing roles, with the former dominating for

the low dipole moment ground-state molecule and the latter more important for the more polar

excited-state C153. In both cases, entropy shapes the position distribution but it does so in ways

that are not sensitive to the solute charge distribution.
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Second, we have completed non-equilibrium simulations of the time-dependent fluorescence

signal of C153 initiated from the replica exchange MD sampling to ensure initial conditions rep-

resentative of the ground-state distribution of positions. The results for the dynamic Stokes shift,

S(t) = [Efl(t)−Efl(∞)]/[Efl(0)−Efl(∞)] where Efl is the fluorescence energy, are shown in Fig. 1

along with a tri-exponential fit that gives the longest timescale (the one most strongly influenced

by confinement) as 86 ps, in good agreement with the 102.7 ps reported by Baumann et al.4 We

are currently analyzing the nonequilibrium trajectories to develop a molecular-level picture of the

origin of these slow dynamics.

Third, we are carrying out simulations of liquids
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Figure 1: S(t) for C153 in ethanol confined inside

a ∼ 2.4 nm diameter hydrophilic silica pore (black

curve) from 5000 nonequilibrium trajectories along

with a tri-exponential fit (dashed red line).

at planar silica interfaces. We have developed atom-

istic models of amorphous silica interfaces for simu-

lations with various liquids, particularly methanol,

ethanol, and water. For testing in the initial stages,

the silica slab thickness and roughness has been

varied. The latter is accomplished by using differ-

ent cooling rates to arrive at the solid silica struc-

ture from a high-temperature, molten silica simu-

lation. The surface is subsequently functionalized

with hydroxyl groups to model a hydrophilic sur-

face.2,3 Simulations of the methanol/silica interface

are completed and being analyzed. MD simulations

to investigate the orientation and second-harmonic

generation spectra of the solute p-nitroanisole (pNA) at the methanol/silica interface8 are being

initiated, using a model for pNA we have developed from electronic structure calculations and ex-

isting force fields.

Dynamics of Nanoconfined Water.

In previous simulations of water confined in nanoscale silica pores we observed non-exponential

(apparently power-law) dynamics in the OH reorientation.7 To understand this behavior, we carried

out a detailed mechanistic investigation of the hydrogen-bond (H-bond) exchanges, “jumps,” that

underlie OH reorientation dynamics.9 We were able to determine the site specific jump times

of the interfacial water and analyze their origins. The results revealed that two entropic effects

represent the dominant contributions to the site-dependent jump times: 1) volume excluded by the

pore atoms prevents the approach of new H-bond acceptors required for a jump such that water

molecules in small pits have considerably slowed dynamics relative to those near protrusions into

the pore, and 2) the arrangement of the H-bond network near the pore surface is constrained such

that breaking of some H-bonds is entropically disfavored because the H-bond extension reduces the

number of ways to arrange the waters in the network. Several other factors were considered and

found to be minor, including interestingly, variations in the activation energy for H-bond breaking.

We have recently simulated the vibrational (IR, Raman, and 2D-IR photon echo) spectra of

water (specifically HOD in D2O) confined in a ∼ 2.4 nm diameter silica pore. The OH frequency is
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Figure 2: Simulated IR (top left), Raman (top right), and 2D-IR photon echo (bottom) spectra of HOD in D2O

in the bulk liquid and confined in a 2.4 nm silica pore.

obtained using the empirical map approach of Skinner and co-workers10 Our simulations indicate

that confined water exhibits an IR spectrum that is only slightly perturbed from the bulk while the

Raman spectrum is principally changed by the addition of a larger shoulder at higher frequencies, as

shown in Fig. 2. These results are in general agreement with the few reported vibrational spectra

of water confined in silica pores.11,12 The differences between the effects of confinement on the

simulated IR and Raman spectra are due to weaker hydrogen-bonding near the silica interface

that leads to blue-shifted OH frequencies with smaller IR but similar Raman intensities (due to

the differences in non-Condon effects on the transition dipole versus the transition polarizability).

The 2D-IR spectra – which, as can be seen in Fig. 2, show modest effects due to slower spectral

dynamics – have not yet been reported to our knowledge and our simulations represent the first

prediction of their behavior.

We have similarly studied the reorientational and H-bond dynamics along with the vibrational

spectroscopy of water confined within phospholipid reverse micelles in collaboration with Prof.

Damien Laage. These systems provide an interesting comparison to the more widely studied AOT

reverse micelles as well as the nanoscale silica pores discussed above.

Influence of Steric Bulk Arrangements on the Reorientational Dynamics of Alcohols.

We recently completed an examination of the OH reorientation and H-bond dynamics of isomeric

butanols.13 The aim was to understand how the dynamics in alcohols vary with the arrangement of

the steric bulk, independent of the amount of steric bulk (which we are also studying). Our analysis

is in the context of the extended jump model,14 which was found to describe OH reorientation in

butanols very well. The analysis for OH reorientation in alcohols is challenging as multiple factors
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are found to be at play. The isomeric butanols are no exception as internal energy, entropy, and

dynamical effects (e.g., transition state recrossing and attempt frequencies) are all found to be

important. By separately calculating or estimating each of these factors we are able to reproduce

the trends in the H-bond jump times and the associated activation energies. A simple model based

on the liquid structure described in the O-O radial distribution functions was found to accurately

describe the internal energy contributions. These results point to the need for additional work on

understanding the changes in transition state recrossing factors with alcohol structure; it is not yet

clear if this is a fundamental effect or evidence of the need for improved reaction coordinates and

we are continuing to investigate this issue.
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Program Scope 

The objective of this project is to explore a novel methodology for visualization of ultrafast electronic processes 
at interfaces. The method, which is based on optical stimulation, builds upon previous success using spontaneous 
second-order nonlinear optical probes to track the temporal evolution of interfacial electric fields resulting from 
charge separation across an interface. A goal is to speed signal acquisition by orders of magnitude so that laser 
scanning ultrafast microscopy becomes feasible. The ultimate aim is to generate movies of interfacial electronic 
phenomena occurring on femtosecond timescales and submicron length scales, thereby informing our understanding 
of disorder, heterogeneity, and morphology, and how these factors affect ensemble behavior in photovoltaic, 
electrochemical, and optoelectronic systems.  

Recent Progress I: Stimulated SHG 
Second harmonic generation (SHG) is a second order 

nonlinear optical process in which two photons at a fundamental 
frequency  combine to form a single photon at frequency . 
Like any even-ordered nonlinear optical process, SHG is dipole-
forbidden in the bulk of centrosymmetric media such as many 
crystal structures, amorphous solids, liquids, and gases; observed 
SHG signals in these media originate from materials’ interfaces. 
SHG experiments selectively probe interfaces and are sensitive to 
the interfacial environment. SHG is an inefficient process, and 
high incident fundamental fluences are necessary to produce 
measurable signals. The incident fundamental fluence is often 
limited by the sample’s optical damage threshold, and signals are 
usually very weak. Even with an optimal detection system, the 
signal to noise ratio (SNR) in SHG experiments is limited by the 
presence of shot noise. It is desirable to amplify the weak 
spontaneous SHG signal allowing high quality measurements to 
be taken in a shorter period of time. Such an advance would 
enable SHG measurements with time and spatial resolution, 
which are currently infeasible due to intractably long acquisition 
times resulting from spontaneous SHG’s notoriously low SNR. 
Recently, we successfully demonstrated the amplification of 
weak spontaneous SHG signals by optical stimulation (Goodman 
& Tisdale, Phys. Rev. Lett. [2015]).2 

To assess the feasibility of stimulated SHG, experiments 
were initially conducted in a model system, -barium borate 
(BBO). Experiments with BBO revealed that stimulated SHG is 
well-modelled by a wave-mixing formalism first described by 
Armstrong et al. in 1962. This model describes plane waves at 
the fundamental and second harmonic frequencies propagating 
through a nonlinear medium. The fundamental field generates a 

Figure 1  Effect of optical phase on stimulated 
SHG processes. From Goodman & Tisdale, 
Phys Rev Lett (2015).2 
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nonlinear polarization that radiates the second harmonic, acting as a 
nonlinear source term in the wave equation for the second harmonic 
field. As the fields add coherently, energy is transferred between 
them.  

In experiments where the interaction length is short, or the sample 
is weakly nonlinear, the generated signal is described by the 
derivative, , which is proportional to . 
The linear dependence of the signal on the second harmonic field 
amplitude represents the stimulating effect. In the absence of an 
applied stimulating field, spontaneous SHG still occurs at a low rate in 
the presence of nonzero vacuum occupation of the stimulating field 
mode. Maximum enhancement due to stimulation is obtained when 
two photons at the fundamental frequency are available for every 
photon at the second harmonic frequency.  

The relative optical phase  determines the nature of the 

nonlinear conversion. The  dependence of the nonlinear wave 

mixing formalism suggests the possibility of changing the direction of 
energy flow between the fundamental and second harmonic fields 
(Fig. 1). Though the stimulated SHG and DFG signals have similar 
magnitudes, they have the opposite lock-in signal phase Ω relative to the modulation of the fundamental beam, as 
illustrated in Fig. 1(b). A stimulated SHG signal is in phase with the reference modulation, while a stimulated DFG 
signal is 180° out of phase. The relative optical phase of the two fields and, accordingly, the direction of energy flow 
between the fundamental and second harmonic can be finely controlled using a piezomounted mirror, as shown in 
Fig. 1(c).  

To demonstrate the technique’s utility, stimulated SHG signals were collected from bovine collagen I. Collagen 
I is a naturally abundant nonlinear material that is frequently the target of bioimaging studies. SHG imaging of 

collagen fibrils can distinguish diseased and wild-type tissue morphologies and 
has recently been used to determine single fibril diameters smaller than the 
Abbe limit. Spontaneous and stimulated SHG signals from collagen I were 
recorded as a function of incident fundamental power. The results are plotted in 
Fig. 2. The spontaneous signal grows quadratically with incident power, while 
the stimulated signal increases linearly. Even at very small incident stimulating 
fluences (2.7 nJ/cm2), the signal amplification exceeds 4 orders of magnitude.  
 
Recent Progress II: Colloidal Organohalide Perovskite Nanoplatelets 

Organometal halide perovskites are a promising platform for future 
photovoltaic technologies. These materials have an ABX3 structure where A is 
an organic cation (e.g. CH3NH3

+), B is a metal cation (e.g. Pb2+) and X is a 
halide anion (e.g. Cl-, Br-, I-). The electronic and optical properties of 
organometal halide perovskites are strongly dependent on the nature of the 
constituent ions. Doping with different metal (ABnB’1-nX3) and halide 
(ABXnX’3-n) units offers further control over their optoelectronic properties. 
Additionally, dimensionality may be used to tune the electronic and optical 
properties.  

Although the effects of reduced dimensionality and quantum confinement 
have been extensively investigated in conventional semiconductors, the extent 
of theoretical and experimental studies in low-dimensional perovskite systems 
is comparatively limited. A family of 2D layered perovskites can be described 

Figure 2  Demonstration of stimulated SHG 
in collagen I. At low incident powers, 
stimulated SHG produces more than 104 
times as many signal photons as 
spontaneous SHG. An optical micrograph of 
the collagen I sample is presented as an 
inset. 

Figure 3  Schematic illustration of 
(a) a perovskite unit cell and (b) 2D 
perovskite nanoplatelets with n = 1 
(one unit cell thick). 
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by (RNH3)2[CH3NH3PbX3]nPbX4, where R is a long chain alkyl group 
(e.g. octyl, octadecyl) and n corresponds to the number of perovskite 
unit cells (Figure 1). For example, n = 1, 2 and 3 correspond to layered 
perovskites that are one, two and three unit cells thick, respectively 
(Fig. 3), and n = ∞ corresponds to the bulk perovskite phase.  

While most work on the photovoltaic applications of organohalide 
perovskites has focused on thin films of three-dimensional (3D) bulk 
materials supported on planar and mesoporous substrates, 2D hybrid 
layered perovskites have recently been shown to exhibit promise for 
light-emitting applications, with bromide-based white-light emitters 
reaching photoluminescence (PL) efficiencies of up to 9%. Iodide-
based 2D perovskite nanoplatelets grown via chemical vapor 
deposition showed enhanced charge carrier diffusion relative to 
polycrystalline films obtained by spin-coating. However, the 2D 
perovskite materials investigated in each of these previous studies had 
out-of-plane dimensions too large for quantum size effects to be 
observed, and were not stable in solution, thereby limiting their 
applicability.  

Recently, we prepared colloidal nanocrystals and 2D nanoplatelets 
of methylammonium lead bromide (MAPbBr3) perovskites and 
identified the optical signatures of their excitonic states using a combination of optical spectroscopy and electron 
microscopy (Tyagi, Areveson, and Tisdale, J Phys Chem Lett [2015]).3 We find that the excitonic features that were 
previously assigned to quantum-confined excitons in MAPbBr3 are in fact characteristic of bulk 3D crystals. 
Moreover, we find that colloidal synthesis methods can yield a mixture of perovskite nanostructures with different 
morphologies and optical absorption and emission spectra, including nanoscale particles and 2D nanoplatelets (Fig. 
3). Upon further purification of the reaction product, we obtain single unit cell thick (n = 1) crystalline 2D 
perovskite nanoplatelets exhibiting clear evidence of quantum-confinement with a sharp excitonic absorption 0.5 eV 
blue-shifted from that of the 3D bulk perovskite phase (Fig. 4). The thickness dependent absorption and emission 
spectra of these colloidal nanoplatelets closely resemble those of solid-phase layered perovskites.  
 
Future Plans 

Stimulated SHG. As in heterodyne SHG, potential signal-to-noise (SNR) gains from the larger signal amplitude 
are offset by the large shot noise in the stimulating field. Both the signal power and the noise power grow with the 
square root of the intensity of the stimulating fields. To achieve background-free stimulated enhancements and SNR 
gains beyond the heterodyne limit, we are pursuing a non-collinear geometry. Concurrently, we are implementing a 
high-frequency phase modulation scheme to overcome phase noise in the measurement. Ultimately, the goal is to 
implement the technique in a fast laser scanning optical microscope. 
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Confinement,” J. Phys. Chem. Lett. 6, 1911-1916 (2015). 

Figure 4  Absorption (red) and PL (blue) 
spectra of the purified MAPbBr3 
nanoplatelet solution. The inset shows an 
enlarged view of the blue shoulder of the 
emission spectrum, revealing discrete 
peaks corresponding to nanoplatelets with 
different thicknesses (n: number 
of layered unit cells).  
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 The physical properties of water and aqueous solutions are inextricably linked with efforts to 
develop new sustainable energy sources. Energy conversion, storage, and transduction processes, 
particularly those that occur in biology and soft matter, make use of water for the purpose of storing and 
moving charge. Water’s unique physical and chemical properties depend on the ability of water molecules 
to participate in up to four hydrogen bonds, and the rapid fluctuations and ultrafast energy dissipation of its 
hydrogen-bonded networks. The goal of our research is a fundamental description of the properties of water 
at a molecular level, and how it participates in proton transport in aqueous media. Our work over the course 
of the past year can be divided into four areas: (1) the generation of short pulses of broadband infrared light 
(BBIR) and use in two-dimensional spectroscopy (2D IR); (2) the investigation of the spectroscopy and 
transport of excess protons in water; and (3) the study of aqueous hydroxide to describe the interaction of 
the ion and water and the dynamics of proton transfer, and (4) the coupled motion of water and its hydrogen-
bonding solutes. 
 
 All of the experimental studies of water and aqueous solutions that we have published during the 
past year have been enabled by our development of a new ultrafast infrared light source that allows 
unprecedented access to the study of dynamical intermolecular interactions. Our newest spectrometer uses 
a laser plasma source to generate coherent pulses of broadband infrared light that are shorter than 70 fs and 
have a spectrum spanning the entire mid-IR vibrational spectrum, from 3800 cm-1 to <1000 cm-1. This 
source is integrated as a probe pulse in ultrafast pump–probe and 2D IR experiments. In our 2DIR 
spectrometer, a pulse pair of two 45 fs pulses from a homebuilt OPA source, centered between 3000-
3500 cm-1, vibrationally excites the system and the subsequent response is studied using the BBIR as a 
probe. This capability allows us to correlate the vibrational OH stretching motions in water to other 
molecular vibrations across the mid-IR. We have recently added an additional OPA based on difference 
frequency generation to provide femtosecond excitation between 3000-1000 cm-1 in future studies. Our 
instrument now provides the opportunity to directly observe correlated motion of solute and solvent and 
energy flow throughout the vibrational infrared spectrum. 
 

Adding strong acids to in water give rise to a continuum absorption in the mid-infrared that is 
largely featureless and spans over 2000 cm-1. This continuum is thought to be related to varying hydrogen 
bond configurations of the proton, ranging from a hydronium or Eigen complex to a Zundel complex. The 
large bandwidth of our BBIR probe pulse has afforded us the opportunity to study the dynamics of aqueous 
proton species that give rise to this band. Our recent 2D IR studies concentrated on describing the response 
from vibrational transitions within the proton continuum following O–H stretch excitation centered at 1 = 
3250 cm-1. This pump frequency is thought to correspond to the flanking water vibrations of the Zundel 
species. Experiments as a function of acid concentration and waiting time allow us to identify the vibrations 
that arise from the excess proton. The broadband 2D IR spectra of hydrochloric acid show a highly 
inhomogeneous bleach of the stretch and a continuum-induced absorption that is much stronger than water. 
Additionally, there is strong coupling between the O–H stretch and bending motions, although the 
crosspeak features are more complex than for H2O. The analysis of the bend crosspeak region between bend 
and stretch reveals two bleaches: one resembles the H2O bend of bulk water and the other corresponds to 
the bend vibration of the Zundel complex flanking water molecules. A spectral decomposition of the 
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crosspeak region reveals that the proton-related bend vibration (1760 cm-1) is coupled to the strongly H-
bonded O–H stretches at 3200 cm-1, whereas the bulk H2O bend vibration (1660 cm-1) is coupled to the bulk 
water O–H stretches (~3300 cm-1). The correlation of the stretch and bend frequencies of the proton 
crosspeak are in good agreement with the predictions for vibrational frequencies of the Zundel species. 

 
Our analysis reveals that the Zundel stretch–bend cross peak blue-shifts along the excitation axis with 
increasing waiting time, asymptotically approaching the bulk water stretch excitation frequency. The shift 
reflects the growing probability of initially exciting the O H stretch vibration of bulk water and detecting 
this excitation in the bending of a Zundel complex after waiting for a time 2. A fit to the Zundel peak 
frequency in 1 as a function of 2 reveals that this shift occurs on a timescale of 480 fs. The spectral shifting 
could originate either from proton transport or vibrational excitation transfer. In the former case, the initially 
excited H2O accepts a proton, becoming a Zundel complex, while in the latter, only vibrational energy is 
transferred between the two species as a result of strong vibrational coupling between bulk water and the 
Zundel bend. Since both processes can contribute, the 480 fs timescale sets a lower bound for the exchange 
time between bulk water molecules and the Zundel complex. Our ongoing experimental work is aimed at 
studying spectral regions associated with Eigen complexes, improving vibrational assignments to features 
within the continuum, and using excitation and probing throughout the IR to follow the ultrafast exchange 
of proton structures. 
 
The interpretation of our data is tied to accurate assignments of the vibrational spectral features for different 
proton complexes. We are collaborating with Prof. Greg Voth (Univ. of Chicago) to assist in clarifying the 
relationships between atomic structures and IR spectra, drawing from his development of multi-state 
empirical valence bond (MS-EVB) models of proton transport in water for modeling vibrational spectra.  
These efforts are proceeding in three directions: (1) development of a new MS-EVB model that improves 
the treatment of OH stretching anharmonicity; (2) mixed quantum-classical modeling of the infrared 
spectrum of a fluctuating OH bond vibration participating in proton transfer; and (3) spectral calculations 
for clusters derived from snapshots of MS-EVB simulations.  

 
Proton transport in aqueous alkali hydroxide solutions has been described in terms of proton transfer from 
water to hydroxide resulting in shifting of the OH– unit in space combined with the interconversion between 
different solvated structures of the ion. As with excess protons, the linear IR spectra of aqueous hydroxides 
show a broad continuum absorption feature across the mid-IR region with a handful of distinguishable 
features. We have performed BB 2D IR experiments to probe the entire continuum absorption upon exciting 
OH stretching motion. Our first effort was to draw conclusions as to the origin of the continuum absorption 
and assign peaks in the spectrum to aqueous hydroxide complexes. Our analysis of 2D IR spectra using 
normal mode analysis of hydroxide clusters from an EVB simulation concludes that a peak at 2850 cm-1 
originates from the asymmetric (E) vibration of the OH bonds of the water molecules solvating the ion, 
whereas a hidden band at 3250 cm-1 comes from symmetric (A1) vibrations. A third band observed at 2000 
cm-1 remains unassigned, but likely involves bending vibrations of the complex. Our studies of the 
vibrational dynamics of these complexes following excitation of the O-H stretching vibrations of ion-bound 
water reveals vibrational energy dissipation into intermolecular motions of the liquid in < 1ps.  We have 
proposed a model for vibrationally non-adiabatic energy dissipation to describe this energy flow that occurs 
as fast as the liquid can move. 
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The Role of Electronic Excitations on Chemical Reaction Dynamics 
at Metal, Semiconductor and Nanoparticle Surfaces 

John C. Tully 
Department of Chemistry, YaleUniversity, 225 Prospect Street, 

P. O. Box 208107, New Haven, CT, 06520-8107 USA 
john.tully@yale.edu 

Program Scope 
 Achieving enhanced control of the rates and molecular pathways of chemical reactions at 
the surfaces of metals, semiconductors and nanoparticles will have impact in many fields of 
science and engineering, including heterogeneous catalysis, photocatalysis, materials processing, 
corrosion, solar energy conversion and nanoscience.  However, our current atomic-level 
understanding of chemical reactions at surfaces is incomplete and flawed.  Conventional theories 
of chemical dynamics are based on the Born-Oppenheimer separation of electronic and nuclear 
motion.  Even when describing dynamics at metal surfaces where it has long been recognized 
that the Born-Oppenheimer approximation is not valid, the conventional approach is still used, 
perhaps patched up by introducing friction to account for electron-hole pair excitations or curve 
crossings to account for electron transfer.  There is growing experimental evidence that this is 
not adequate.  We are examining the influence of electronic transitions on chemical reaction 
dynamics at metal and semiconductor surfaces.  Our program includes the development of new 
theoretical and computational methods for nonadiabatic dynamics at surfaces, as well as the 
application of these methods to specific chemical systems of experimental attention.  Our 
objective is not only to advance our ability to simulate experiments quantitatively, but also to 
construct the theoretical framework for understanding the underlying factors that govern 
molecular motion at surfaces and to aid in the conception of new experiments that most directly 
probe the critical issues. 

Recent Progress 

Exact Potential Energy Surfaces for Nonadiabatic Dynamics 
 An underlying goal of our research program is to develop a theoretical framework for 
simulating molecular dynamics subject to motion on multiple potential energy surfaces, i.e., 
nonadiabatic molecular dynamics.  Of particular importance is practicality; for applications to 
large molecules, surfaces and condensed phases, it is critical that methods emerge that are not 
only accurate and predictive, but for which computational effort scales acceptably with the size 
of the system.  This has motivated us in the past to develop mixed quantum-classical approaches 
such as Surface Hopping in which nuclear motion it treated by classical mechanics, but with 
forces that respond to nonadiabatic electronic transitions.  Surface Hopping is quite practical and 
very widely used, but it has well-documented shortcomings that somewhat limit is applicability. 
Many workers have proposed extensions to Surface Hopping that address some of the 
limitations. An important example is the development, funded under this grant, of the 
Independent Electron Surface Hopping method that allows treatment of systems that exhibit a 
continuum of excited electronic states such as metal and semiconductor surfaces. 
 Over the past two years, we have embarked on a new approach to nonadiabatic dynamics 
that is fundamentally different from surface hopping.  The starting point for the new approach is 
an Exact Factorization of the total wavefunction into electronic and nuclear factors (in contrast to 
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the approximate Born-Oppenheimer factorization).  As shown by several workers, it is easy to 
demonstrate that this can be accomplished.  Moreover, this results in a Schrödinger equation for 
nuclear motion that is governed by a single “exact” potential energy surface, an appealing 
property compared to the need to deal with multiple potential energy surfaces as with Surface 
Hopping.  There are major challenges that must be overcome, however, before this approach can 
be turned into a useful method.  Most obvious is associated with the complexity of the 
Schrödinger equations for the nuclear and electronic degrees of freedom, which are coupled and 
must somehow be solved together.  Of equal importance, accurate solution of these equations 
must ultimately be equivalent to quantum mechanical evolution on multiple states, and will 
thereby be impractical for all but very small systems.  Therefore approximate methods of 
solution must be sought, most likely addressing nuclear motion using classical mechanics. 
 Addressing these challenges will require a better understanding of the Exact Factorization 
approach, especially the exact potential energy surface that governs nuclear motion.  We have 
pursued this by computing the exact potential energy curves for very simple model systems: two 
coupled electronic states and one nuclear degree of freedom.  These models can be solved 
exactly by conventional multi-state quantum mechanical methods, and the exact potential energy 
curve can be extracted from the results.  Our calculations verify that the Exact Factorization 
method does indeed reproduce the exact results.  However, the exact potential energy curves that 
emerge often display severe energy, spatial and time dependences.  It does not appear to be very 
easy to extract the kinds of insights that will be needed to suggest practical approximations. 
 In order to make progress, we have recently examined a simple model of nonadiabatic 
tunneling: two crossing diabatic potential curves with off-diagonal coupling.  It has been 
observed previously for such a model that the transmission (tunneling) probability through the 
barrier is significantly lower than would be calculated for the same barrier within the adiabatic 
approximation, even for energies well below the energy of the adiabatic excited state.  This can 
be relevant to proton transfer and proton coupled electron transfer processes.  We have found 
that examination of the exact potential energy curve for this model sheds new light on this 
puzzling behavior, and reveals properties of the Exact Factorization scheme that are difficult to 
extract from previous applications.  A key to our progress was to address the model within a time 
independent scattering formulation, thereby removing the time dependence of the exact potential 
energy curve.  To summarize our results, at energies well below the barrier height, most of the 
incoming wave is reflected before it reaches the region of significant nonadiabatic coupling near 
the peak of the barrier.  Nevertheless, the small fraction of the wavefunction that does tunnel 
must traverse the nonadiabatic region which provides an additional repulsive force, as exhibited 
by an increase in the barrier height in the exact potential energy curve.  This increase results 
from the fact that the transition between the two diabatic states in this region lags, so the exact 
potential diverges slightly from the adiabatic potential.  This divergence is sufficient to more 
than compensate for a decrease that occurs in the second derivative nonadiabatic coupling 
correction to the Born-Oppenheimer potential.  Although the exact potential energy curve 
exhibits some high energy spikes that occur at approximate nodes of the nuclear wavefunction, 
these spikes have very little effect on the quantum mechanical scattering.  They would be 
disastrous for classical mechanical motion, however, so procedures must be developed to remove 
them if we are to make progress toward a practical, classical-based dynamics approach.  

The Influence of Phase Transitions on Chemical Reaction Rates 
 As we reported in our 2014 CPIMS Abstract, the experimental group of Elsa C. Y. Yan 
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(Yale University) measured the thermal rate of isomerization of the 11-cis retinyl chromophore 
in the visual pigment rhodopsin, in the absence of light.  The motivation for this study was to put 
limits on the dark noise, i.e., the background signal that limits vision in dim light.  In the course 
of this study they made a remarkable discovery:  at temperatures between 52.0 and 64.6°C, the 
measured rate constants fit well to an Arrhenius straight line with, however, an unexpectedly 
large activation energy of 114 ± 8 kcal/mol, much larger than the 60 kcal/mol photoactivation 
energy at 500 nm.  Moreover, they obtained an unprecedentedly large prefactor of 1072 ± 5 s-1,
about 45 orders of magnitude larger than any previously reported prefactor for a unimolecular 
reaction and 60 orders of magnitude larger than typical frequencies of molecular motions!  At 
lower temperatures the measured Arrhenius parameters were found to be more normal: Ea = 22 ± 
2 kcal/mol and Apref = 109± 1 s-1 in the range 37.0 – 44.5°C.  These initial results were published 
in PNAS in 2014, with theoretical contributions supported by this grant.  The key hypothesis 
presented in the first paper, supported by QM/MM calculations by the group of Victor Batista 
(Yale University), is that the reaction barrier is somewhat lower when the protein is melted than 
when the chromophore is more constrained in the folded state.  This barrier lowering produces a 
driving force to lower the melting temperature when the system is constrained at the transition 
state.  If the initial state is ordered and the transition state is partially or completely melted, 
according to transition state theory, there will be huge increases in both the enthalpy and entropy 
of activation.  At lower temperatures where both the initial and transition states are ordered, the 
activation energy and entropy will be more normal, producing a distinct “elbow” in the 
Arrhenius plot, as observed. 
 Since this initial report, we have made advances both in experiment and theory, the latter 
supported by this DOE grant.  In order to confirm the hypothesis that the high activation energy 
and prefactor arise from a partial or complete melting transition, rate measurements were carried 
out on two rhodopsin mutants that were selected because they exhibit some disruption of the 
hydrogen bonding network, resulting in a lowering of the temperature of melting.  Our main 
theoretical contribution was to develop a two-state (ordered and disordered) model to predict the 
striking non-Arrhenius behavior, including the dramatic elbow and unprecedented prefactor 
observed at higher temperatures.  In its simplest form, the model requires only 4 parameters, the 
enthalpy and entropy of melting, the barrier to reaction when ordered, and the barrier to reaction 
when melted. Using experimentally determined values for these parameters, the model 
qualitatively reproduces all of the major observations, including the observed trends between 
wild type and mutant proteins.  While quantitative discrepancies remain, this work represents a 
conclusive demonstration of the phase transition origin of these remarkable results. This 
behavior may well prove to be quite general, not only in biological reactions, but also in 
condensed phase and surface reactions carried out at temperatures and pressures close to 2D or 
3D phase transitions.   

Future Plans 

Electronic Friction at Metal Surfaces 
 The Independent Electron Surface Hopping (IESH) theory developed previously under 
this grant has been shown to successfully predict the rates and pathways of energy flow of 
molecules interacting with metal surfaces, even in the presence of distinct electron transfer 
processes.  Extension to interactions of electronically and/or vibrationally excited molecules at 
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semiconductor surfaces is in progress.  However, in many cases where electron transfer events 
are unimportant, a simpler theory appears to be adequate, in which energy exchanged to metal 
electron-hole-pair excitations are treated by Langevin dynamics.  There are two different 
formulations for computing the frictions and fluctuating forces that appear in the Langevin 
equation, a free electron gas local density (FEGLD) approximation and an ab initio perturbation 
theory (AIPT)approach.  The latter method is more rigorously founded and, unlike FEGLD, can 
be utilized to compute the full friction tensor.  However, AIPT has suffered from spurious 
dependences on basis sets, incomplete convergence, and uncertainties in mapping discrete results 
onto a continuum of electronic levels.  Our current work largely eliminates these problems.  We 
now have a robust AIPT method that we are implementing in a number of ab initio codes, 
allowing ab initio molecular dynamics with electronic friction. We are now testing the validity of 
the FEGLD against the more accurate AIPT method, with focus on the directionality of the 
friction, an aspect that FEGLD cannot address.  We will apply this new capability to compute 
vibrational lifetimes and lineshapes of molecules on metal surfaces relevant to solar energy, as 
well as explore the influence of electronic excitations on chemical reactions at metal surfaces. 

The Influence of Phase Transitions on Chemical Reaction Rates 
 While the two-state model developed to account for the striking non-Arrhenius behavior 
observed for the temperature dependent rates of isomerization of rhodopsin has proved to be very 
successful at a qualitative level, it is too simplified to expect quantitatively accurate predictions.
A number of possible factors are missing from the model, including partial disorder rather than 
complete melting, recrossing corrections and/or Kramer’s friction at the transition state, etc.  We 
are developing a mean-field-based quantitative model to place this phenomenon on a more solid 
and more quantitative footing.  The mean field theory will be augmented by molecular dynamics 
simulations, with appropriately designed non-Boltzmann sampling methods, to compute the huge 
changes in activation enthalpy and entropy that occur at the transition state, to monitor the nature 
and degree of disorder in the isomerizing protein, and to compute the effect of this disorder on 
the reaction barrier. 
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Reactive Processes in Aqueous Environment

Our research is focused on providing molecular level understanding of solute-

solvent interactions. We take a comprehensive approach that integrates gas phase analysis 

of solute electronic structure with solvation studies performed at the various length scales 

(from small clusters to bulk). The important objective is to understand how specific 

features of the solute (geometry, charge distribution, etc.) are influencing the solvation 

process and its evolution to the bulk limit. At the same time we are also interested to 

know how the presence of solvent impacts the electronic structure of the solute. The latter 

has an added importance of providing connection to the experimental efforts, which is 

important aspect of our research.  

Our investigation of bulk solvation processes relies on combined quantum 

mechanical molecular mechanics approach (QM/MM). This is approach that we are using 

in our current investigation of excited state properties green fluorescent protein (GFP) 

chromophore in aqueous solution. 

Experimental measurements indicate 

that excited state spectrum of GFP 

shows great variation with respect to pH 

levels, which is the phenomenon that we 

are investigating using computational 

modeling. Under acidic condition
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Chemical Kinetics and Dynamics at Interfaces  
Cluster Model Investigation of Condensed Phase Phenomena  

 
Xue-Bin Wang  

Physical Sciences Division, Pacific Northwest National Laboratory, P.O. Box 999, MS K8-88, Richland, 
WA 99352. E-mail: xuebin.wang@pnnl.gov 

 
Program Scope 
We aim at obtaining a microscopic understanding of solution chemistry and condensed phase phenomena 
using gas phase clusters as model systems. Clusters occupy an intermediate region between gas phase 
molecules and the condensed states of matter and play an important role in heterogeneous catalysis, 
aerosol chemistry, and biological processes. We use electrospray ionization (ESI) to generate a wide 
variety of molecular and ionic clusters to simulate key species involved in the condensed phase reactions 
and transformations, and characterize them using low temperature, and temperature-controlled negative 
ion photoelectron spectroscopy (NIPES). Inter- and intra-molecular interactions and their variation as 
function of size and composition, important to understand complex chemical reactions and nucleation 
processes in condensed and interfacial phases can be directly obtained. Experiments and ab initio 
calculations are synergistically combined to (1) probe solute anisotropic effects in hydrated anion and 
neutral clusters; (2) obtain a molecular-level understanding of the solvation and stabilization of complex 
singly- and multiply-charged anions important in condensed phases; (3) quantify thermodynamic driving 
forces resulted from hydrogen-bonded networks formed in aerosol nucleation processes and enzymatic 
catalytic reactions; (4) study temperature-dependent conformation changes and isomer populations of 
complex solvated clusters; (5) investigate intrinsic electronic structures of environmentally and 
catalytically important species and reactive diradicals; and (6) understand the molecular processes and 
initial steps of dissolution of salt molecules in polar solvents. The central theme of this research program 
lies at obtaining a fundamental understanding of environmental materials and solution chemistry 
important to many primary DOE missions (waste storage, subsurface and atmospheric contaminant 
transport, catalysis, etc.), and enhances scientific synergies between experimental and theoretical studies 
towards achieving such goals. 

Recent Progress 

Probing the early stages of salt nucleation: Due to the fast solvent evaporation in electrospray ionization 
(ESI), the concentration of initially dilute electrolyte solutions rapidly increases to afford the formation of 
supersaturated droplets and generation of various pristine anhydrous salt clusters in the gas phase. The 
size, composition, and charge distributions of these clusters, in principle, witness the nucleation evolution 
in solutions. We reported a microscopic study on the initial stage of nucleation and crystallization of 
sodium/potassium thiocyanate salt solutions simulated in the ESI process. Singly charged Mx(SCN)x+1‾, 
doubly charged My(SCN)y+2

2‾, (M = Na, K), and triply charged Kz(SCN)z+3
3‾ anion clusters (x, y, and z 

stand for the number of alkali atoms in the singly-, doubly-, and triply-charged clusters, respectively) 
were produced via electrospray of the corresponding salt solutions, and were characterized by negative 
ion photoelectron spectroscopy (NIPES). The vertical detachment energies (VDEs) of these 
sodium/potassium thiocyanate cluster anions were obtained, and theoretical calculations were carried out 
for the sodium thiocyanate clusters in assisting spectral identification. The measured VDEs of singly 
charged anions Mx(SCN)x+1‾ (M = Na and K) demonstrate that they are superhalogen anions. The 
existence of doubly charged anions My(SCN)y+2

2‾ (y = 2x, x ≥ 4 and 3 for M = Na and K, respectively) 
and triply charged anions Kz(SCN)z+3

3‾ (z = 3x, x ≥ 6) were initially discovered from the photoelectron 
spectra for those singly charged anions of Mx(SCN)x+1‾ with the same mass-to-charge ratio (m/z), and 
later independently confirmed by the observation of their distinct mass spectral distributions and by 
taking their NIPE spectra for those pure multiply charged anions with their m/z different from the singly 
charged species. For large clusters, multiply charged clusters were found to become preferred, but at 
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higher temperatures, those multiply charged clusters were suppressed. The series of anion clusters 
investigated here range from molecular-like M1(SCN)2‾  to nano-sized K22(SCN)25

3‾, providing a vivid 
molecular-level growth pattern reflecting the initial salt nucleation process (SHM Deng, XY Kong, and 
XB Wang, J. Chem. Phys. 2015, 142, 024313). 

Cluster model study of kosmotrope and chaotrope anion specificities in solutions: Specific ion effects 
are ubiquitous in solutions and play important roles in biological processes and functions. Collaborating 
with PNNL theoreticians, Drs. Valiev and Kathmann, we provided compelling experimental and 
theoretical evidence that the anisotropic nature of complex polyoxyanion solutes can have a critical 
influence on the solvation process. Combined photoelectron spectroscopy and theoretical modeling results 
show that the electron binding energy of IO3

–(H2O)n (n = 0 – 12) clusters is characterized by an 
anomalous drop at n = 10. Such behavior is unprecedented for rigid solute molecules, and is related to the 
anisotropy of the neutral iodate radical that displays a strong selectivity to solvent configurations 
generated by the charged anion complex. As a kosmotrope anion, IO3

– shows that it can organize solvent 
water molecules via a cyclic water-network around it and hence a ‘structure maker’ (Wen, Hou, 
Kathmann, Valiev, and Wang, 2013. J. Chem. Phys. 138, 031101). As a comparison, we also carried out a 
cluster model study on chaotrope SCN‾ anion solvation. We found distinctly different solvation motif of 
SCN‾ relative to IO3

–, and SCN‾ can readily integrate into native water-networks by replacing a single 
water molecule in the corner or by substituting a water-dimer on the edge. In this regard, the chaotrope 
SCN‾ anion can be better called ‘structure weakener’ instead of ‘structure breaker’ (M Valiev, SHM 
Deng, and XB Wang. submitted). 

Hilltop spectroscopy via negative ion photodetachment: Negative Ion Photoelectron (NIPE) spectra of 
the radical anion of cyclopropane-1,2,3-trione, (CO)3

•−, have been obtained at 20 K, using both 355 and 
266 nm lasers for electron photodetachment. The spectra show broadened bands, due to the short lifetimes 
of both the singlet and triplet states of neutral (CO)3 and, to a lesser extent, to the vibrational progressions 
that accompany the photodetachment process. The smaller intensity of the band with the lower electron 
binding energy suggests that the singlet is the ground state of (CO)3. From the NIPE spectra, the electron 
affinity (EA) and the singlet-triplet energy gap of (CO)3 are estimated to be, respectively, EA = 3.1 ± 0.1 
eV and EST = −14 ± 3 kcal/mol. High-level, (U)CCSD(T)/aug-cc-pVQZ//(U)CCSD(T)/aug-cc-pVTZ, 
calculations give EA = 3.04 eV for the 1A1´ ground state of (CO)3 and EST = −13.8 kcal/mol for the 
energy gap between the 1A1´ and 3A2 states, in excellent agreement with values from the NIPE spectra. In 
addition, simulations of the vibrational structures for formation of these states of (CO)3 from the 2A2˝ state 
of (CO)3

•− provide a good fit to the shapes of broad bands in the 266 nm NIPE spectrum. The NIPE 
spectrum of (CO)3

•− and the analysis of the spectrum by high-quality electronic structure calculations 
demonstrate that NIPES can not only access and provide information about transition structures, but 
NIPES can also access and provide information about hilltops on potential energy surfaces (B Chen, DA 
Hrovat, R West, SHM Deng, XB Wang, and WT Borden, J. Am. Chem. Soc. 2014, 136, 12345). 

Examining the critical roles of protons in facilitating oxidation of chloride ions by permanganates–a 
cluster model study: The oxidation power of permanganates (MnO4

–) is known to be strongly dependent 
on pH values, and is greatly enhanced in acidic solutions, in which, for example, MnO4

– can even oxidize 
Cl– ions to produce Cl2 molecules. Although such dependence has been ascribed due to the different 
reduced states of Mn affordable in different pH media, a molecular level understanding and 
characterization of initial redox pair complexes available in different pH solutions is very limited. We 
reported a comparative study of [MnO4]

– and [MnO4•Sol]– (Sol = H2O, KCl, and HCl) anion clusters by 
negative ion photoelectron spectroscopy (NIPES) and theoretical computations to probe chemical 
bonding and electronic structures of [MnO4•Sol]– clusters, aimed to obtain a microscopic understanding 
of how MnO4

– interacts with surrounding molecules.  Our study shows that H2O behaves as a solvent 
molecule, KCl is a spectator bound by pure electrostatic interactions, both of which do not influence the 
MnO4

– identity in their respective clusters. In contrast, in [MnO4•HCl]–, the proton is found to interact 
with both MnO4

– and Cl– with appreciable covalent characters, and the frontier MOs of the cluster are 
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comprised of contributions from both MnO4
– and Cl– moieties. Therefore the proton serves as a chemical 

bridge, bringing two negatively charged redox species together to form an intimate redox pair.  By adding 
more H+ to MnO4

–, the oxygen atom can be taken away in the form of a water molecule, leaving MnO4
– 

as an electron deficient MnO3
+ species, which can subsequently oxidize Cl– ions (J Zhang, ZR Sun, and 

XB Wang, J. Phys. Chem. A 2015, 119, 6244). 

Future Directions 

The main thrust of our BES program will continue to be on cluster model studies of condensed phase 
phenomena in the gas phase. The experimental capabilities that we have developed give us the 
opportunity to attack a broad range of fundamental chemical physics problems pertinent to ionic 
solvation, solution chemistry, homogeneous / heterogeneous catalysis, aerosol chemistry, biological 
processes, and material synthesis. The ability to cool and control ion temperature enables us to study 
different isomer populations and conformation changes of environmentally important hydrated clusters. 
Another major direction is to use gaseous clusters to model ion-specific interactions in solutions, ion 
transport and ion-receptor interactions in biological systems, and initial nucleation processes relevant to 
atmospheric aerosol formation.  
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Free Radical Reactions of Hydrocarbons at Aqueous Interfaces 

Principal Investigator: Kevin R. Wilson 
Lawrence Berkeley National Laboratory, 1 Cyclotron Road, MS 6R2100, Berkeley, CA  94720 

Email: krwilson@lbl.gov 
 

Program Scope and Long Term Objectives: This project will probe the surface chemistry of 
hydrocarbon molecules residing on nanometer and micron-sized droplets exposed to gas phase 
hydroxyl radicals using atmospheric pressure surface sensitive mass spectrometry and ambient 
pressure photoelectron spectroscopy.  This program aims to: 

(1) Quantify the link between molecular structure and surface reactivity at an aqueous, viscous 
and solid interfaces using model hydrocarbon architectures (e.g. isomers)  

(2) Determine how the presence and distribution of interfacial ions control the surface reactivity 
of a hydrocarbon at an aqueous interface.  

This work broadly supports the Department of Energy’s Basic Energy Sciences program to better 
assess, mitigate and control the efficiency, utilization, and environmental impacts of energy use. 
This work seeks a rigorous molecular understanding of how heterogeneous reaction pathways lead 
to either bulk solvation of a surface active organic molecule or its removal from the interface 
through decomposition into gas phase products.   

Recent Progress: During the last funding period, we have sought to understand how 
thermodynamic phase (solid, glass, and aqueous phases) control the heterogeneous hydroxyl 
radical (OH) oxidation pathways of organic molecules.  The heterogeneous reactions were 
investigated using an aerosol flow tube reactor. The molecular and elemental transformation of the 
particles is quantified using Direct Analysis in Real Time (DART), a soft atmospheric pressure 
ionization source, coupled to a high resolution mass spectrometer. 

Water plays an important role in controlling the physicochemical dynamics of aerosols in the 
atmosphere. Using citric acid as a model system, the reactive uptake kinetics of hydroxyl radicals 
are measured over a large range of relative humidity. By comparing the kinetics measured by 
probing the outer surface layers of the aerosol with measurements of the entire particle 
composition, the effective OH reaction probability, measured via the reactive decay of citric acid, 
is found to be a complex and non-linear function of the liquid water content of the particle. At a 
relative humidity between 20 and 50%, the decay of citric acid with OH exposure is controlled by 
the viscosity of the particle.  Using an accessible volume model of the reaction kinetics, it is found 
that the depletion of citric acid and the formation of reaction products occurs over a narrow region 
near the particle interface. The radial width of this reaction zone scales as the square root of the 
estimated citric acid diffusion coefficient and is on the order of ~8 nm at 20% RH.  At RH = 50% 
the reaction zone increases to ~50 nm and encompasses most of the particle’s volume.  At RH > 
50%, the aerosol becomes aqueous and well-mixed on the timescale of the heterogeneous reaction.  
As RH is increased beyond 50% the reaction probability is observed to decrease and depend upon 
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both the fraction of citric acid and the liquid water in the aerosol. The formation and dissipation 
of chemical gradients at interfaces have important implications for understanding gas-particle 
partitioning and chemical mechanisms (i.e. bulk vs. interface) of viscous and semisolid interfaces, 
which we observe to be governed by complex feedbacks between the size of the interfacial reaction 
zone, viscosity, particle size and RH. 

Previously we conducted sensitive measurements of the droplet size, using phase Doppler 
interferometry, at a relative humidity (RH~99.9%), on submicron particles containing an 
ammonium sulfate core and an organic layer of a model compound of varying thickness. New 
measurements were recently made on the same series of model compounds but under 
supersaturated conditions (RH > 100%).  These measurements were designed to test key 
assumption often used in Köhler Theory to describe the mechanism of cloud droplet formation in 
the atmosphere. We found, quite unexpectedly that for all of the model systems, except pure 
ammonium sulfate and sucrose, the droplet sizes measured at activation are 40-60% larger than 
predicted by theory assuming that the organic material is dissolved inside the droplet bulk. Instead, 
analysis of the data using a compressed film monolayer model, shows that the droplet size at 
activation is controlled by interfacial organic molecules that rapidly accumulate at the surface as 
the droplet forms and grows. These results show the importance of surface chemistry in controlling 
environmental phenomena such as cloud formation. 

In another study, we have focused on understanding systems whose chemical evolution involves 
the coupling of surface and gas-phase chemical reactions.  Traditional descriptions of gas-particle 
partitioning of aerosol particles rely solely on thermodynamic properties (e.g., volatility). Under 
realistic conditions where phase partitioning is dynamic rather than static, the transformation of a 
particle involves the interplay of multiphase partitioning and chemical reactions. A key challenge 
remains in quantifying the fundamental timescales for evaporation and oxidation of semi-volatile 
particle constituents.  Isomer-resolved product measurements of a series of normal-alkanes (C18, 
C20, C22, and C24) are used to distinguish between gas-phase and heterogeneous oxidation reactions 
formed by the reaction of these species with hydroxyl radicals (OH). The product isomer 
distributions when combined with kinetics measurements of evaporation and oxidation enable a 
quantitative description of the multiphase timescales to be simulated using a kinetic model. 
Multiphase partitioning and oxidative transformation of semi-volatile normal-alkanes under 
laboratory conditions is largely controlled by the particle phase state, since the timescales of 
heterogeneous oxidation and evaporation are found to occur on competing timescales (on the order 
of 10-1 hours). This is in contrast to atmospheric conditions where heterogeneous oxidation 
timescales are much longer (on the order of 102 hours), with gas-phase oxidation being the 
dominant process regardless of the evaporation kinetics. These results demonstrate the dynamic 
nature of multiphase partitioning and surface chemistry and reveal the fundamental timescales of 
these processes. 

We have also made substantial progress on building a droplet reactor.  This reactor is designed to 
measure surface reactions on 20-80 micron diameter aqueous droplets.  This reactor is designed 
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for use in our atmospheric pressure mass spectrometer and in the ambient pressure X-ray 
photoelectron spectrometer at the Molecular Environmental Science Beamline.  Single droplet 
mass spectra and XPS spectra will be recorded during a surface reaction with OH.  The mass 
spectrometry measurements will elucidate reaction mechanisms and kinetics by providing a 
molecular probe of the droplet composition.  These measurements will be combined with XPS 
interface measurements of elemental composition (e.g. depth profiling).   

Future Plans: A key question that has emerged in our ongoing studies is: how does the gas phase 
reactivity of OH depend upon the characteristics of the interface (e.g. viscosity, water content, and 
organic surface coverage).  Previous measurements in our lab have quantified the heterogeneous 
reaction by measuring the decay of an organic molecule in the particle phase.  The reactive decay 
depends upon both the OH reaction probability as well as secondary radical reactions that can also 
consume the organic fraction (i.e. radical chain cycling).  We plan to construct an instrument to 
measure directly the heterogeneous OH decay kinetics using laser induced fluorescence.  These 
measurements will be compared with those which monitor the decay kinetics of the organic 
molecule in the particle itself in order to quantify the degree of radical chain cycling.  Furthermore, 
these fundamental measurements of the OH reaction probability will enable deeper insight into the 
governing factors (e.g. hydrogen bonding) that control the reactive uptake of free radicals on 
complex aqueous, glassy and solid surfaces. 

In the next year, we will also continue to focus on understanding how C-C bond scission reactions 
produced by surface reactions of OH radicals depend upon molecular structure (i.e. carbon chain 
length), interfacial orientation, and particle viscosity.  As we observed previously, there is 
emerging evidence that the degree of branching on the hydrocarbon skeleton controls the formation 
of smaller molecular weight reaction products.  By measuring the heterogeneous reaction of OH 
with a series of compounds that differ only in the number and location of methyl substituents 
should quantify the relationship between the number of tertiary carbon reaction sites and C-C bond 
scission propensity.  As our new ion mobility mass spectrometer comes online, we expect to be 
able to measure surface reactions with isomer specificity. 

Finally, we will use a new laser tweezers setup to probe the surface chemistry of individual micron 
sized droplets over long reaction times (hours to days).  Here we will use Raman scattering for 
chemical composition determination and the droplet’s whispering gallery modes for high precision 
droplet sizing (~1 nm) to elucidate changes in single droplet chemistry as a function of reaction 
time to OH.  We will also design a novel interface to our mass spectrometer to obtain single droplet 
mass spectra as a function of reaction time.   

Publications Acknowledging the Office of Science Early Career Award: 
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Ionic Liquids: Radiation Chemistry, Solvation Dynamics and Reactivity Patterns 
 

James F. Wishart 
Chemistry Department, Brookhaven National Laboratory, Upton, NY 11973-5000 

wishart@bnl.gov 
 
Program Definition 

Ionic liquids (ILs) are a rapidly expanding family of condensed-phase media with important 
applications in energy production, storage and consumption, including advanced devices and processes 
and nuclear fuel and waste processing. ILs generally have low volatilities and are combustion-resistant, 
highly conductive, recyclable and capable of dissolving a wide variety of materials. They are finding new 
uses in dye-sensitized solar cells, chemical synthesis, catalysis, separations chemistry, batteries, 
supercapacitors and other areas. Ionic liquids have dramatically different properties compared to 
conventional molecular solvents, and they provide a new and unusual environment to test our theoretical 
understanding of primary radiation chemistry, charge transfer and other reactions. We are interested in 
how IL properties influence physical and dynamical processes that determine the stability and lifetimes of 
reactive intermediates and thereby affect the courses of reactions and product distributions. We study 
these issues by characterization of primary radiolysis products and measurements of their yields and 
reactivity, quantification of electron solvation dynamics and scavenging of electrons in different states of 
solvation. From this knowledge we wish to learn how to predict radiolytic mechanisms and control them 
or mitigate their effects on the properties of materials used in nuclear fuel processing, for example, and to 
apply IL radiation chemistry to answer questions about general chemical reactivity in ionic liquids that 
will aid in the development of applications listed above. 

Soon after our radiolysis studies began it became evident that the slow solvation dynamics of the 
excess electron in ILs (which vary over a wide viscosity range) increase the importance of pre-solvated 
electron reactivity and consequently alter product distributions and subsequent chemistry. This difference 
from conventional solvents has profound effects on predicting and controlling radiolytic yields, which 
need to be quantified for the successful use under radiolytic conditions. Electron solvation dynamics in 
ILs are measured directly when possible and estimated using proxies (e.g. coumarin-153 dynamic 
emission Stokes shifts or benzophenone anion solvation) in other cases. Electron reactivity is measured 
using ultrafast kinetics techniques for comparison with the solvation process. 

A second important aspect of our interest in ionic liquids is how their unusual sets of properties affect 
charge transfer and charge transport processes. This is important because of the many applications of 
ionic liquids in devices that operate on the basis of charge transport. While interest in understanding these 
processes in ionic liquids is growing, the field is still in an early stage of development. We are using 
donor-bridge-acceptor systems to study electron transfer reactions across variable distances in a series of 
ionic liquids with a range of structural motifs and whose dynamical time scales vary from moderately fast 
to extremely slow, and to compare them with conventional solvents. 

Methods. Picosecond pulse radiolysis studies at BNL’s Laser-Electron Accelerator Facility (LEAF) 
are used to identify reactive species in ionic liquids and measure their solvation and reaction rates. This 
work is aided greatly by the development of Optical Fiber Single-Shot (OFSS) detection at LEAF by A. 
Cook (DOI: 10.1063/1.3156048) and its present extension into the NIR regime. LEAF’s new capability in 
mid-infrared transient absorption detection1 allows precise identification of radiolytic intermediates and 
their reaction kinetics. IL solvation and rotational dynamics, and electron transfer reactions, are measured 
by TCSPC in the laboratory of E. W. Castner, Jr. at Rutgers Univ. Picosecond transient absorption 
measurements of excited state dynamics and electron transfer reactions are done in our lab at BNL. 
Diffusion rates of anions, cations and solutes are obtained by PGSE NMR in the S. Suarez and S. 
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Greenbaum labs at CUNY and by Castner’s group at Rutgers. We have extensive collaborations with 
other major groups in ionic liquid synthesis, physical chemistry, simulations and radiation chemistry. 

Ionic liquid synthesis and characterization. Our work often involves novel ILs that we design to the 
requirements of our radiolysis and solvation dynamics studies and are not commercially available. We 
have developed robust in-house capabilities and long-standing collaborations (particularly with S. Lall-
Ramnarine of Queensborough CC and R. Engel of Queens College) to design, prepare and characterize 
ILs in support of our research objectives. Cation synthesis is done by several methods, including a CEM 
microwave reactor, resulting in higher yields of purer products in much shorter time than traditional 
methods. We have a diverse instrumentation cluster including DSC, TGA, viscometry, AC conductivity, 
Karl Fischer moisture determination, ion chromatography and ESI-mass spec (for purity analysis and 
radiolytic product identification). The cluster serves as a resource for a widespread network of 
collaborations. Our efforts are substantially augmented by student internships from the BNL Office of 
Educational Programs, particularly the VFP (formerly FaST) program, which brings collaborative faculty 
members and their students into the lab for ten weeks each summer. Since 2003, a total of 46 undergrads, 
three graduate students, one pre-service teacher, two high school students and four junior faculty have 
worked on IL projects in our lab, many of them for more than one summer. 

Recent Progress 

Effects of ionic liquids on intramolecular ET processes.2 
Photoinduced intramolecular electron transfer from a N,N-dimethyl-p-
phenylenediamine donor to a coumarin 343 acceptor across a diproline 
bridge was studied by time-resolved fluorescence in three ILs, and 
acetonitrile was used as a control. The ILs were selected to vary their 
viscosities and polar/nonpolar domain structures. The results were 
compared to our previous work using a single proline spacer. The second 
bridging proline permits multiple energetically accessible conformations 
that have significant variations in donor-acceptor electronic coupling, 
leading to dynamics that include both adiabatic and nonadiabatic 
contributions. Conformational energies and donor-acceptor electronic 
coupling HDA values were calculated. Electron transfer kinetics was 
quantified using probability distributions (Figure 1). One of the ILs (P1,10 
NTf2) has distinct polar/nonpolar structural segregation while the others 
do not, as shown by SAXS studies and MD simulations.48-50 P1,10 NTf2 
showed a larger ET reorganization energy λ compared to the other ILs, as 
well as a lower activation energy due to the fact that this ET reaction is in 
the Marcus inverted regime. 

Radiation chemistry of fluoroethylene carbonate.3 It was known 
that addition of fluoroethylene carbonate (FEC) to conventional 
electrolytes yields a robust solid electrolyte interphase (SEI) on the 
(Li)x(Si)y alloy surface in rechargable Li-ion batteries, but the 
mechanism for this was unknown. We used pulse radiolysis, EPR and 
other techniques to establish the redox chemistry of FEC. While the 
oxidation chemistry is similar to that of other carbonates, the reduction 
chemistry is strikingly different. Specifically, one-electron reduction of 
FEC causes the fission of two (instead of one) C-O bonds, resulting in 
concerted defluorination and decarboxylation, as shown by radiolysis 
studies at LEAF (Figure 2). This reaction yields the vinoxyl radical that 
can abstract an H atom from FEC, initiating both the chain reaction 

 
Figure 1. Kinetic distributions 
and multi-exponential fitting of 
emission decay of the two-proline 
D-B-A complex in P1,10 NTf2. 

 
Figure 2. Decay of the FEC•- radical 
anion produces carbonate radical 
CO3

•- by fission of two C-O bonds. 
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causing FEC decomposition and radical polymerization involving the reaction products. The resulting 
polymer can further defluorinate, yielding interior radicals that migrate and recombine to produce a 
highly cross-linked network. Our results suggest that the outer SEI resulting from FEC addition has 
elastomeric properties, which account for its cohesion during expansion and contraction of silicon 
particles in the course of Li alloying/dealloying cycling. 

Future Plans 

Scavenging and solvation processes of pre-solvated electrons in ionic liquids. Our early work in the 
reactivity of excess electrons in ionic liquids demonstrated the importance of pre-solvated electron 
scavenging in trying to understand and predict the distributions of early radiolysis products and radiolytic 
damage accumulation. It was also clear that the slower relaxation dynamics of ILs made them excellent 
media for the general study of fundamental radiolysis processes without the need to use cryogenic 
techniques, in combination with the advanced instrumentation of the LEAF Facility. We recently 
connected our observed electron solvation dynamics to the kinetics of electron scavenging. In other 
preliminary work we have observed that selected scavengers (e.g., nitrate, benzophenone) in ILs show 
different reaction profiles towards the various precursor states to the solvated electron. Different 
scavenger reactivities towards pre-solvated and solvated electrons have been known empirically for many 
years and cryogenic kinetic work by Jonah and Lewis showed specific mechanistic differences between 
scavengers similar to what we have seen in ILs. However, the combination of extended IL dynamical time 
scales and the time resolution of the LEAF OFSS detection system, coupled with the fact that it uses only 
small amounts of samples that do not have to be flowed, as well as the ability of ILs to dissolve polar and 
nonpolar scavengers, provides a unique opportunity to characterize the fundamental reactivity of pre-
solvated electron species and understand how the properties of scavengers control their reaction profiles. 
The extension of the LEAF OFSS detection capability to the NIR (900-1700 nm) greatly facilitates the 
study of dynamical and electron solvation processes in our ILs. This knowledge will permit the design of 
better systems to control radiation-induced reactivity, for example in the processing of radioactive 
materials (whether in ionic liquids or not), in systems for radiation processing and sterilization, and 
during long-term exposure to space, for example. (with A. Cook, BNL) 
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Intermolecular interactions in the gas and condensed phases 

 
Sotiris S. Xantheas 

Physical Sciences Division, Pacific Northwest National Laboratory 
902 Battelle Blvd., Mail Stop K1-83, Richland, WA 99352 

sotiris.xantheas@pnnl.gov 
 
 

Program Scope: The objective of this research effort aims at developing a comprehensive, 
molecular-level understanding of the collective phenomena associated with intermolecular 
interactions occurring in the gas phase, in guest/host molecular systems and in aqueous 
environments. The motivation of the present work stems from the desire to establish the key 
elements that describe the structural and associated spectral features of solutes in a variety of 
hydrogen bonded environments such as bulk water, aqueous interfaces and aqueous hydrates. 
Simple model systems including small molecules of complex electronic structure as well as 
aqueous clusters offer a starting point in this process by providing the test bed for validating new 
approaches for analyzing the electronic structure as well as the nature of interactions and the 
magnitude of collective phenomena at the molecular level. For instance, high level first-
principles calculations of the structures, energetics, and vibrational spectra of aqueous neutral 
and ionic clusters provide useful information needed to assess the accuracy of reduced 
representations of intermolecular interactions, such as classical potentials used to model the 
macroscopic structural and thermodynamic properties of those systems. The database of accurate 
cluster structures, binding energies, and vibrational spectra can, furthermore, aid in the 
development of new density functionals, which are appropriate for studying the underlying 
interactions. Representative applications include the development of novel descriptions of the 
electronic structure of simple molecules, the modeling of liquid water and ice, the quantitative 
description of aqueous ion solvation, the structure of clathrate hydrates and the interaction of 
host molecules with those guest networks. The detailed molecular-scale account of aqueous 
systems provided by these studies is relevant to Department of Energy programs in contaminant 
fate and transport and waste processing as well as hydrogen storage. 

Recent progress: Although the interaction between 
monatomic negative and positive (such as halide and 
alkali metal) ions and water has been exhaustively 
studied, this is not the case for monatomic multivalent 
ions, for which the electronic structure is more 
complex. Several of those ions (such as Ca2+ and Mg2+) 
play an important role in many biological processes, 
whereas other metal trivalent ions have been shown to 
optimize catalytic processes. The complexity arises 
from the fact that the second ionization potential (IP) of 
most metals is above the IP of water (12.6206±0.0020 
eV). Metal atoms typically have second and higher IPs 
that are larger than the IP of water, resulting in the 
Coulombic explosion of the first few [M(H2O)n]+q (q ≥ 
2) gas phase clusters as the M+(q-1) + (H2O)n

+ or 

Figure 1. MCSCF potential energy curves 
for the various states of [Mg(H2O)]2+ and 
their asymptotic correlation.  Filled (open) 
symbols trace the ground (first excited) 

1
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MOH+(q-1) + H3O+(H2O)n energy levels are energetically more stable than the Mq+ + (H2O)n ones 
for small n (cf. Figure 1). The theoretical analysis of the various electronic states arising from the 
sequential hydration of the Ca2+, Mg2+ and Al3+ cations with up to six water molecules offer 
insight into the shifting of electronic states and dissociation asymptotes with the degree of 
solvation, identify their complex interaction with other states arising from different dissociation 

channels and shed light on the mechanism behind the 
energetic stabilization of the multi-charged hydrated 
M+q(H2O)n moieties observed in solution with respect 
to the water ionization products. The stabilization of 
the M+k(H2O)n gas phase metal complexes is mainly 
facilitated by the maximization of the binding between 
the metal ion center and water aided by the 
simultaneous minimization of the Coulombic 
repulsion between the ligands.  In order to create a 
stable (with respect to the lowest asymptote) 
M+k(H2O)n complex, a critical number of water 
molecules is necessary. For Mg this number is at least 
two, while for Al at least four water molecules are 
required as for that cluster size the Al3+(H2O)n (n ≥ 4) 
clusters become energetically more stable with respect 
to the asymptote that involves ionization of water (cf. 
Figure 2). Equivalently, one could argue that there is 

an effective ionization potential of the (H2O)n cluster, which increases with n and eventually 
becomes larger than the corresponding ionization potential of the metal, thus facilitating the 
formation of the metal cation-water complex. 
A more complex system deals with the ground and low lying electronically excited states of the 
[Fe(H2O)6]2+ and [Fe(H2O)6]3+ clusters as well as their aggregate. Due to the fact that both the 
second and third ionization potentials of iron are larger than the one for water, the ground state 
products asymptotically correlate with dissociation channels that are repulsive in nature at large 
separations as they contain at least one H2O+ fragment 
and a singly positively charged metal center (Fe+). The 
most stable equilibrium structures emanate – via 
intersections and/or avoided crossings – from the 
channels consisting of the lowest electronic states of 
Fe2+(5D; 3d6) or Fe3+(6S; 3d5) and six neutral water 
molecules. Upon hydration, the ground state of 
Fe2+(H2O)6 is a triply (5Tg) degenerate one with the 
doubly (5Eg) degenerate state lying ~20 kcal/mol higher 
in energy. Similarly, the Fe3+(H2O)6 cluster has a ground 
state of 6Ag symmetry under Th symmetry, which is well 
separated from the first excited state. Focusing on the 
ground and the first few excited states of the [Fe(H2O)6]2+ 
and [Fe(H2O)6]3+ clusters, we also studied their mutual 
interaction in the gas phase. We obtained the optimal 
geometries of the Fe2+(H2O)6 – Fe3+(H2O)6 gas phase 
complex for different Fe–Fe distances. For distances 

Figure 2. MCSCF potential energy curves 
for the [Al(H2O)n]3+ system showing the 
energetic stabilization of the Al3+(H2O)n 
cluster with respect to the lowest energy 
asymptote for n ≥ 4. 

Figure 3. Energy diagram along one 
possible Fe2+(H2O)6 (left) − Fe3+(H2O)6 
(right) to Fe3+(H2O)6 (left) – Fe2+(H2O)6 
(right) conversion pathway (Q) via the D2d 
configuration for different Fe – Fe 
distances (4.5, 6.0, 7.0, and 10.0 Å). The 
solid/dashed curves trace the 
ground/excited states. 
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shorter than 6.0 Å, the water molecules in the respective first solvation shells located between 
the two metal centers were found to interact via weak hydrogen bonds. We examined a total of 
ten electronic states for this complex, including those corresponding to the electron transfer (ET) 
from the ferrous to the ferric ion; a possible path via a quasi-symmetric transition state is 
suggested (cf. Figure 3). 
Future Plans: The electronic states that are associated with the hydrolysis channels producing 
the metal hydroxide complexes will be examined. We will also examine the possibility of 
different electronic / charge states for metals with low coordination of ligands (i.e. at interfaces) 
when compared to the ones of the fully coordinated complexes. Such a finding can have severe 
implications in the development of both classical potentials and low level electronic structure 
methods, which, by design, cannot simultaneously describe both the low and high coordinated 
complexes that are associated with different charged states. We will also seek to identify a 
molecular level description of the ET process in terms of the electronic states involved for the 
Fe(H2O)6]2+ - [Fe(H2O)6]3+ system in an aqueous solution. This will be faciliated via a combined 
QM/MM approach, in which the important electronic states of the complex (identified from the 
cluster calculations) will be included. 
Acknowledgments: This research used the resources of the National Energy Research Scientific 
Computing Center (NERSC), which is supported by the Office of Science of the U.S. 
Department of Energy under Contract No. DE-AC02-05CH11231, under a NERSC Initiative for 
Scientific Exploration (NISE) Award and the Molecular Science Computing Facility (MSCF) in 
EMSL, a national scientific user facility sponsored by the Department of Energy’s Office of 
Biological and Environmental Research located at PNNL. Battelle operates Pacific Northwest 
National Laboratory for the US Department of Energy. 
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Scattering Microscopy 
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PROGRAM SCOPE 
 

The scope of this program is to push the detection sensitivity limit of stimulated Raman 
scattering (SRS) imaging to single molecule. Raman provides specific vibrational signatures of 
chemical bonds, which enables new modes of chemical imaging without labels. Unlike 
fluorescence, which has a large cross-section, single molecule Raman detection without surface 
enhancement has long been a major technical challenge. We attempt to tackle this challenge with 
our newly developed SRS imaging technique and study long chain conjugated molecules and use 
near-resonance enhancement.  
 
RECENT PROGRESS 
 

In order to detect single molecules with SRS, we had to continue to push its detection limit. 
First of all, to identify specific chemicals at very low concentration, a multi-color spectral 
imaging became necessary. By measuring the spectrum of the three most common chemicals of a 
cell (DNA, proteins and lipids), we can now detect DNA molecules in a single cell, as well as its 
protein and lipid components (Fig. 1A). Using multicolor SRS, we are able to reconstruct the 
chemical distribution of these three chemicals in a label-free manner in a cell (Fig. 1B). Imaging 
DNA at high wavenumber region offers higher sensitivity than imaging DNA at finger print 
region. 
 

 
Figure 1. A) The Raman spectrum of DNA, protein and lipid in cells. B) Reconstruction of chemical 
mapping of a cell with multi-color SRS images at there Rama shifts, giving the distributions of DNA 
(pink), protein (blue) and lipid (green). 
 

In addition, we have developed a robust fiber laser source for SRS (Fig. 2A). The solid state 
laser has strict environmental requirements, such as mechanical vibration, temperature and 
humidity, that need to be well controlled in order for the system to work normally. Fiber laser is 
less bulky and offers the advantage that doesn’t have such environmental requirements (Fig. 2B). 
However, the laser noise at higher frequency causes low signal-to-noise ratio in SRS. Therefore, 
we developed a noise cancellation electronics that allow us to achieve high-speed SRS imaging 
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with the robust fiber laser source (Fig. 2C). We hope that this new source will improve the 
stability and sensitivity of the imaging system. 

 

 
Figure 2. A) New fiber laser source for SRS. B) Oscillator for our fiber laser source providing pump and 
stokes beams for SRS. C) Schematic for noise cancellation electronics for SRS detection in order to 
circumvent the high frequency noise of the fiber laser. 
 
FUTURE PLANS 
 

To further improve the sensitivity of SRS, we are developing a simultaneous four-color SRS 
imaging technique. Current SRS multi-color imaging techniques require taking images for each 
color in serial order. Due to sample movement and photo-bleaching effect, conventional multi-
color SRS cannot effectively produce chemical mapping for low concentration chemicals. We 
propose to generate three new Stokes wavelengths from the original Stokes laser in high non-
linear fiber and amplify them with fiber amplifiers. By modulating these Stokes beams at 
different frequencies and demodulate them digitally, we can achieve simultaneous four-color 
SRS. We expect this technique to solve the issues mentioned above and continue our quest for 
single molecule SRS. 
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