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Open-source modular chemistry codes and software packages that are automated, account for
BES recogn ized the quantum/relativistic effects, and with sufficient accuracies for d- and f- electron systems
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* Improvements on DFT * Gas separation and conversion = Accounts for relativistic effects in f-electrons
* Molecular catalysts _ » Improves on DFT methods (self-interaction
* Next generation computing chips corrections, accuracy, new basis sets)

: BESAC Presentation, February 2016
Harriet Kung https://science.osti.gov/bes/besac/Meetings/Meeting-Presentations/201602
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From Giga to Exa, via Tera & Peta*
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: BESAC Presentation, February 2016
Steve Binkl €y https://science.osti.gov/bes/besac/Meetings/Meeting-Presentations/201602
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Software libraries for previous and current projects are
deposited at https://ccs-psi.org (University of Minnesota)
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* Implement state-of-the-
art, many-body electronic
structure methodologies

« Deliver scalable, open-
source electronic structure
software libraries

« Address challenges in
excited-states of complex
chemical systems

* Interpret signals obtained
at DOE’s light source COmPUter
facilities (APS, ALS, LCLS, Science

NSLS)
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Scalable software development at PNNL
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New scientific discoveries enabled
by software development
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Ecosystem:
B Methods
Applications
PNNL
Investments
Sponsors

Al/ML
Exalearn

Active centers & environments
Computational frameworks
Accurate thermochemistry
Genetic growth algorithms
Bio-mimetic scaffolds
Collective dynamics
Electric double layers
Atomically precise materials
Linear response. Nucleation
Non-linear X-ray spectroscopy
Ultrafast core-hole dynamics
Rare event theories Advanced sampling
XANES, XAS, XES, RIXS, IR spectroscopies
Energy Landscapes Empirical models
Electron transfer

Mat. Sci.

CPIMS

EFRC
Catalysis
Separations
eochemistry

Machine
Learning

Advanced
Computing

Extreme Scale
Data Analytics

SepCon
ChemCatBio

Chemical Catalysis

BER EERE
EMSL Electric Grid
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Timings / Scaling (CCSD)
3 base pairs, 1,173 basis functions on 256 nodes (36 cores per node) — 76 min per iteration

Sharma, Sivalingam,

Robust, scalable, Neese and Chan, Nat.
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implseerLeeCr:(tee?tigln . ( ) Brabec, Brandejs, Kowalski, Xantheas, Legeza,
’ Veis, J Comput Chem. 42, 534 (2021)
MCSCF  ens

JCTC 18 (2), pp. 687-702 (2022);
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JCTC 17 (10), pp. 6080-6091 (2021);
DOI:10.1021/acs.jctc.1c00485

Towards modeling active
centers in enzymes,
” Simone Raugei (PNNL)
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« Challenges

= How do we move from a model to real systems
that resemble the ones measured in DOE'’s light sources?

= How do we realize the full potential of upgrades at DOE
computational facilities (NERSC) and other DOE offices
(ASCR)?

= How do we involve the scientific community in a concerted
effort to realize the full potential of developed software?

= How do we train early career scientists to fully realize the
advantages of heterogeneous hardware architectures?
* Underlying issues
= Speed, qguantum co-design
= Scaling
= Sustainability

« Path forward
= Request for information from ASCR
= Workshop on sustainable software (November 2022)

U.S. DEPARTMENT OF Office of
e ENERGY Science

Department of Energy Releases
Request for Information on Software
Stewardship

Details

In-Person Attendees

Different Institutions

National Labs
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Community effort (continuous; update protocols as needed)
Involve early career/underrepresented groups (MSIs)
Stewardship

Closely follow hardware development

Address important science problems (scaling alone is not

an end in itself)
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Kowalski, Xantheas et al. "A Perspective on Sustainable Computational
Chemistry Software Development and Integration, J. Chem. Theor. Comput. (under
revision)

Applications: ground- and excited-state
processes, properties, dynamics, and transport
processes in various energy regimes

o VaVal Multi-scale/
multi-physics
Molecular

Dynamics and
continuum theories

\ s Quantum
embedding NS\

Multi-component

systems /SN Reduced-
scaling

® Methodologies: DFT, formulations,
[@X®F &6 C| GF MBPT,CC,LR, NoaaN local methods,

DMRG, DM, MC linear scaling
approaches

QM frameworks:
non-relativistic and
relativistic models

Representations of electronic structure theory:
wave functions, electron densities, density
matrices, Green'’s function
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