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The ESnet user facility: A complex system tuned for science

The Office of Science’s world-class high performance network, providing services and innovation to enable research
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FY 2020
27 scientific
user facilities
36,000+ users
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In FY 1985, Dr. Alvin Trivelpiece, Director of ER, charged the Scientific
Computing Staff (SCS) to survey the status of and requirements for computer

networking throughout all ER programs. This project served as a
complementary adjunct to the existing SCS charter for the provision of
nationwide access to ER supercomputers. The SCS survey data demonstrated a

significant need for improved computer networking to facilitate: 1.) improved
access to unique ER scientific facilities, 2.) needed information
dissemination among scientific collaborators throughout all ER programs, and
3.) more widespread access to existing supercomputer facilities.




ESNET ARCHITECTURAL MODEL

CONNECTIVITY TO
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A typical ESnet Site User border connection
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ESnet’s Site User Model o
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Site Users enjoy membership in a user group
called the ESnet Site Coordinators Committee



The number of Site Users continues to grow

EEWY, U.S. DEPARTMENT OF Office of

ENERGY Science

Today ESnet has 62 Site Users
In 2012 ESnet had ~40 Site Users




The ESnet6 Project is a greenfield build
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There are 311 ESnet6 equipment
“colocation” installation sites:

» 39 optical switching sites

« 272 optical in-line amplification sites

“Colocation” or “co-lo” is telecom-speak
for a shared commercial leased space for
telecom equipment
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Themes of the ESnetb Era

FOUNDATIONS

Next Generation Infrastructure & Services

INNOVATION

Testbeds and Advanced Networking R&D Testbed
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http://upload.wikimedia.org/wikipedia/commons/1/12/NSF.svg
http://upload.wikimedia.org/wikipedia/commons/1/12/NSF.svg

The ESnet6 architecture is about programmable orchestration of
network attributes and services ... in a Terabit scale network

# The architecture is built on the
»a Software Defined Networking
W R&D investments of the past

Fo U N D ATI o N s Music Director Marin Alsop and the Baltimore Symphony Orchestra

Next Generation Infrastructure & Services

2R, U.S. DEPARTMENT OF Office of

ENERGY Science H




ESnet’s R&D portfolio is composed to

create strategic flexibility

generate native innovation, and

enable priority goals in the SC/DOE/national research enterprise

Data
caching
Edge
computing
Al-driven
control & automation

Real-time
telemetry & diagnostics

‘(r,ﬁ U.S. DEPARTMENT OF Oﬁlce Of

ENERGY Science

Terabit-scale
continent-scale
R&D testbed

5G / edge
testbed?

Quantum
testbed?



The GRETA (Gamma-Ray Energy Tracking Array) Instrument
To be deployed at the Facility for Rare Isotope Beams

CO-DESIGN

Partnerships for New Data Solutions

EEWY, U.S. DEPARTMENT OF Office of

ENERGY Science
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The Vera C. Rubin Observatory Project
Cerro Pachon, Chile :
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Themes of the ESnetb Era
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Vision: Networks accelerate scientific discovery

Scientific progress will be completely unconstrained by
the physical location of instruments, people,

computational resources, or data.

o

& ESnet



ESnet Strategic Goals Follow the Vision

Discovery,

Vision: unconstrained by
geography.

|
2. Crete and 3. Pioneer
disseminate information architectures,
and tools for optimal protocols,
network use. applications.

FOUNDATION CO-

17 ') ESnet

1. Outstanding

ApprOaCheS: operations and

planning.




Key ta keaways

ESnet continues to execute well as a User Facility despite COVID




Operational continuity maintained for all sites in
their transition to work-from-home

I +ESnet

Arbor Networks® SP: Explore Traffic Mon 21 Sep 2020 15:29:42 PDT

FILTER 1 Type: as origih values: 5742 14051 7065 30036 SGSOJ Example: 6554 6555 UUNET

FILTER 2 Type: none
bps (- In / + Ouv

4G
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|Q Informal best practices to configure and
_ - operate home wifi by staff from internal
Homenetworklng Tips #homenetworks channel - shared with NLCIOs




Limited on-site personnel causing a dip in aggregate
traffic over the backbone

ESnet Aggregate Traffic (12 months)

Aggregate Traffic (Bytes)
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Hiring continues to be strong due to distributed

nature of the organization
New Hampshire

Washingtan

Montana

Massachusetts Maine
North Dakota \
Minnesota
Wisconsin
Idaho

South Dakota - New York \
Wyoming e

ﬂ Rhode Island

Nevada Nebraska lowa n S T~ Connecticut
il ew Jerse

Utah y

inol _ > N
Colorado Delaware
California Kansas Missouri Virginia Maryland
Kentucky
North Carolina

Vermont

Oklah Tennessee West Virginia
Arizona ; anomsa Arkansas South

New Mexico Carolina

Alabama ]

Mississippi Georgia

Texas
Louisiana
Alaska
Florida
Hawaii

Statistics

25 hires in FY20

15 hires since March 1st
4 employees left,
including 2 retirements
4 - 6 students hired and
mentored every summer
87 total employees

Y ESnet



Quality of staff continues to be excellent

= ESnet

ENERGY SEIENCES NETWORK

HOME > SITES »
National Energy Research Scientific Computing Center Interfaces

Website http://www.nersc.gov/

(EXTRA(SPECIAL NOTEWORTHY(EXEMPLARYTROPHY AWARD
A Special Award for the ESNet Team —

BREAKDOWN Autonomous Systems (origin) ~~ TIME day week month custom

TOTAL SITE TRAFFIC Tue Sep 15 12:24 AM 2020 ‘ g Tosite o Fromsite
D()p , Sam . and Vlad  https:/software.es.net/hhc19/ .I“ ||||I|I" | | ""I'" -
Pi: Graylog Pepper Minstix ~ Key Grinder  Shifty-eyed Albert  Lock R ?f
o o

TOP FLOWS BY AS_ORIGIN

ORNL-MSRNET|AS50 71Gbps
150Mbps.
SLAC|AS3671 5.6Gbps
9.2Mbps
FNAL|AS3152 1.7Gbps
130Mbps
LBL|AS16 2.2Gbps
1 1.4Gbps
S Sl ] N SDSCIASI95
LANL-INET|AS88 2.7kbps
CIT|AS31 580Mbps
1.6Mbps
UCB|AS25 3.4Mbps
“w ” 690Mbps
7331 Minty Candycane Pi: Holiday Hack Trail Krampus REOIRISIS 66 et
130Mbps
ARGONNE|ASE83 260Mbps
21kbps.




Key takeaways

o ESnet6 Project Equipment Installation Sites

e S ON ESnet6 is high-performance, flexible platform for
DI T RS L et scientific discovery and innovation
g% Are 0;\". »\_. "...,a




ESnet6 architecture focuses on ability to deliver terabit-scale
performance with programmability and custom science
services

High Touch
Programmable Data Plane

Router

Automation Framework
Software (AFS)

@ ESnet
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ESnet6 Architecture Components (Layered View)

“Above the Net” Services
(Virtual Network Functions)

Layer 2.5 (MPLS)

Layer 2 (Ethernet Switching)

Layer 0

25

PaCket Core Mission Needs:
_> Caeacitz, Resiliencz <_
Optical Core

Mission Needs:

N Capacity )
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ESnetb Project Implementation Timeline

ESnet6
ESnet5.5 ESnet6 Project
We are here Service Starts Service Starts Early
4 Close-out
Packet & Low
R&D and Design Optical Core Build TOUCh BUild nghTouch Build [ ______

\ ESnet5 Packet

&[r?'t ¢ b 2/3 PR Decom Starts
rcnitecuure . v
eview | gg\s/:g\r/]v Optical Build Substantially Complete

Conceptual ESnet5 Optical Decom Starts

Architecture

Se'ection CD 1/3a IPR

Conceptual Projected project delays due to COVID -+ - : . ESnet

e Design Review




ESneto OLS Status
As Of September 22 2020

Final Colo not complete
Temp colo in service

SEAT ANL221
Phase5 FNALFCC()
In Acceptance Review enaLceeC)
Includes resolving punch-list
from all phases.
Phase 6
CY21
SALT DE_"{V KANS BNL515
O BNL725
CR
Phase 4 Accepted
Accepted Phase 2
9117
) SNLCA
LBNL - Ph 3 Lit Segments KPP
LBNLS Ac caeS? ed Current Fully Accepted: 35
6/16 Threshold: 40
Objective: 52
SLACS0
O ALBQ NASH
SLACS50S == Phase 1 (8)
== Phase 2 (8)
= Phase 3 (8)
EQXSVS5 — Phase 4 (11)
= Phase 5 (13)
Phase 6 (5)
ous ATLA =+ Design Pending
® Additional COVID-19 Access Constraints

ELPA




Apr 28 - Aug 19th: Building the Optical Substrate

2020-04-24

300+ amplifier sites
15,000+ miles of fiber
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Tearing down ESnet5 Optical happened in parallel

e 75%-+ of all production traffic on
new optical network

¢ Rest to be transitioned by Nov.
‘20

s========== |nitial state: no waves migrated
s========= Mid state: some waves migrated Esnet

End state: all waves migrated




ESnet 6.3 FY22
_ High-Touch Deployed o
Reconfigured Phase 1 Transponders to 400G Circuits
Concept Diagram, Capacity Plan Not Final!

ANL541B
90 [ JSTAR

e TN
[ )m

FNALGCC ()

KANS .‘0 BNL515
1|

ANL221

o No Router, Optical Only

[ 0Gbps )
LBNLSO(
LBNL59( ) 100GE
SLACS0I
ALBQ

EQXSV5

Remove 10GE & most 100GE

ous ATLA Replace 100GE LR4 with 400GE
AOCs between P1 Transponders
ELPA & Routers.

Reconfigure P1 Transponders to
1x400G wave where possible,
Aug 13, 2020 11:33 AM otherwise 2x200G waves

@ ESnet



Key takeaways

- @ T® ?/?7? Strong focus on Innovation within the organization with a growing
v/ L. /w software and prototyping team that matches operational expertise
/ \ d_\ P




ESnet6 High Touch: Integrating (Edge) Compute, Storage,
and SmartNICs with Networking

SN

Motivation and Objective
Design, develop, and deploy a highly flexible and
programmable architecture that integrates (edge) compute,
storage, and SmartNICs with networking within the ESnet
Wide Area Network (WAN)

Significance and Impact
o Create new services for science and high-speed networking,
currently not available commercially

ESnet6 High-Touch Architecture Wne shorttem
analysis
( Local CLI/ GUI ) Managemﬂ Inlinaen ;Tz;;ime ngshz:zs

High-Touch Server | I
2 BmartNIC) [ NIC ] [Local Collector] - Telemetry Collector

Data

’ Plane Router
[ 7
| Analyzer-0 [+ Serializer-0 WS w
Messages + .
High-Touch Server (4 Conditional .
SmartNIC Local Collector] [ 4 Variables

R e o1
Lo Low-Touch Router

I Analyzer-n (3 Serializer-n
Offline long-term

= T ; %) Remote
- ) Telemetry Data Management Plane Collector(s analysis
[ Mirror Service J {@ L2VPN ] Base Routing Table " ) '

Db R

Built in
Berkele

— — — — Datapath of Customer Packet

— — — — Datapath of Mirrored Packet
ffffffff Datapath of Telemetry Packet

Mirror Service - Allows selective flows in the dataplane to be duplicated and sent to the SmartNIC for processing.

SmartNIC - Appends meta-data and repackages packet for transmission to Collector code.

Telemetry Data L2VPN - Provides option to connect SmartNIC and Collector and bypass PCle bus if needed.

Collector - Performs (limited) in-line real-time analysis as well as inserts telemetry data into database for offline local (short-term 1-2 hr) analysis.
Management Plane Base Routing Table - Provides connectivity to remote collector where aggregated telemetry data is sent for offline global analysis.
Remote Collector - Stores aggregated telemetry data for long-term global analysis.

Example of an PacketScope - an application leveraging
(edge) compute, storage, SmartNIC, and networking

nnnnn

800000

400000

uuuuuuuuuuu

3467010

Real time data transfer
visualization of goodput vs
throughput, convergence is
good, divergence is bad.

/ ESnet6 Integrated Compute, Storage, \
SmartNIC. and Networking Node




SENSE Automation: ASCR research funded project component of
ExaFEL and deployed internationally for HL-LHC experimentation

SDN for End-to-End Networking @ Exascale (SENSE)

LCLS Data __{ SENSE }
Orchestrator

SENSE } {SENSE}
Network-RM DTN-RM

Transfer Workflow

Aggregate detector data, EPICS
data, beamline data -

Exascale HPC

| | |
| | |
| I | ) .
LCLS " selection and compression LCLS | | Softwhre ETH Routers Burst Buffer nVRAM: Streaming
imin | | | Analysis
g | | |
1 Compressor Nodes Event builder nodes I : I
N ; ! : !
7 ) FFB Layer : :
l'> I (nVRAM) I . I
i .
1 NERSC
N I B Router
| I
N ! I
v [ 1
| |
o |
| |
Bgam 1 | 1
Line 1 Online Monitoring & FFB Nodes | 10 GB/s - 1Tb/s 1 - i
EPICS Data I I I NGF / Lustre: Offline from HDF/XTC files.
Data I 1 f
1TB/s 1

ExaFEL Data Flow @ ESnet

33




Intelligent Edge helps create new services:
Data Transfer Nodes as a Service

ESnet6 Site

Hightouch

ESnet6

WAN
DTNaaS Box
ot

{ SENSE }
Orchestrator

Site User campus ]

ESnet6

WAN

@ ESnet




Creating Google Maps for networks

El Cerrit [
| Planning your next transfer?
= Lawrence Berkeley & greve!
National Laboratory
NetPredict:
etPredict:
= 42 min Moraga o
31.3 miles
Deep Learning model
Oakland
@ —
N lareda Encoder Decoder —
San Franglsco @ @ \ — i LSTM Qc—_:twork @ | |LSTM network s — E
@ A T8 |w & ) z ) 2 7 88
o ch 328 % - = R =288
o ‘ we L2 ELC BUS TR AL T A Bl e
o, Island = 9 = =] { = ap = -
o) Saii_‘eandfow Ex g g % 25} E ™ o . %’ ;: g g' g
w Wy 2 i E}’ P . b3 J‘é %E i g
D 1)'((:::': Brisbane Sa\Lore? - —= —
o1 SouthlSanJ
@D Frangisco Ril=selCBY
@) % I .
® ko Yoo rrancic ® Real-time Data
Bacifica & International Airport
101) Eden
® E e PerfSonar (Loss, Throughput)

m Less busy than usual ® Trafﬂc: SNMP data
e Flow behavior: Netflow log

, . Mariam Kiran £ ESnet

DOE Early Career Researcher
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NetPredict

netpredict

SOURCE:

LBNL

DEST:

WASH

Ligo PNWG  PHML

30P

20P

10P

0.0

LANL

Tue 24 03 AM 06 AM 09 AM 12PM 03 PM 06 PM 09 PM

FHAL B@ST

ANL

NREL NGA-SVB : OOAﬁsm T
D| K c

EQX¥aCHI

KCNSE-NM

NEWY

Showing predicted best paths for LENL to WASH

Example 1 Tb transfer would take 6.2 minutes

[ Or play a game: Router Rodent

AMST

36

Deployed on Google Cloud

Platform
- Different models can run
at the same time to
compute least congested
paths
-  Estimates transfer
completion time

Trust dashboard
- Real-time ML
performance

- Build engineer’s

confidence iirﬁcgﬁc(iﬁns



Simulating Intelligent Traffic Engineering
e, —

Network Dashboard collects data
and feeds to controller

q | |
| PROMETHEUS |
’ Node; 192.5.87.178 ‘ : @192.5.87.178 :
N S,
‘ Node: 192.5.87.157 ‘ : Ere— :
NTOPNG
' @192.5.87.126 A
‘ Node: 192.5.87.126 ‘ ) P |
g—m @192.5.87.126 :
‘ Node: 192.5.87.38 ‘ NETDATA
@192.5.87.87 | ?&ng?ze

‘ Node: 192.5.87.87 ‘ T | @192.5.87.
|
‘ Node: 192.5.67.186 ‘ | @F;‘;’;Sé’gf‘iﬂ POSTGRESQL |/ |
: 587, |
‘ Node:129.114.109.244 ‘ : :
|
: @192.5.87.126 |
| |

Network l Data Collection and Aggregation | Visualization

*DeepRoute: M Kiran, B Mohammed, N Krishnaswamy, “Herding Elephant and Mice Flows with W =wrTve

37 Reinforcement Learning”, 2nd IFIP International Conference on Machine Learning for Networking (MLN’2019)




BBRv2 Evaluation
(Collaboration)

/ & perfS@NAR
globus

E o /
i )
40G pS i ; 28
o |
TCP perte B P' Cant0S 6 Cam0s 712 |

\ & Linux Kernels with BBRv2

- Explore BBRv2 developments on ESnet
-~ Follow-up on 2016 BBR eval, and renewed discussions with Matt Matthis
-~ Understand behavior on R&E networks and share results with community
— Anticipate future small-buffer, high-BDP environments and wider adoption

- Leverage 40G DTN/perfSONAR deployments at Boston and El Paso
-~ New dev workflow for installing and maintaining BBRv2 patches

- Project status: Just Started

@ ESnet

38 https://fasterdata.es.net/science-dmz/DTN/reference-implementation/



https://fasterdata.es.net/science-dmz/DTN/reference-implementation/

Key takeaways

Networking gaining momentum in new instrument and

facility designs




ESnet responsible for Network and Fiber Design
and Forward Buffer design of GRETA Data Pipeline

Aggregate Mode 3 Mode 2 Interaction Point Aggregate Mode 2
wavezon oat,a Waveform Data, Data + Mode 3 (debug) Interaction Point Data +
A2MB/sec/orystal 4GB /sec total 2MB /sec/crystal Mode 3 (debug)
240MB/sec
Event
Fider Forward
' Processing Network
Bm @
' t 1]
]
x30 Filter Boards x4 Forward 45 nodes,
Buffer Nodes 2880 cores, Time-ordered Mode 2 Prompt
Aux 90 GPUs + Mode 3 (debug) + Anayas
Fm Aux. Detector Data
S500MB/sec
Auxiliary Detecto/
Data 250MB/sec
- Custom cable assembly, 32 fibers - two each MTP-12, 4 each duplex LC T T
. One 2- -fi -
: Tv’;: i ;:I:s 3;9 rl:;;l:TP 16 port (one cable) serves two crystals . ES n et

40



Berkeley Extensible Processor (BXP) LDRD: innovative approach to
combining edge computing and networking for science instruments

Integrated Edge Compute / Layer 1.5 Services

Replace with
FPGA/
Compute

Event
Filter
(more DSP)

HPC
Compute
Storage

Bl | UDICROUS Speeds

Emerging Acceleration and Networking Hardware l

Same Platform
Different Use Case !

Direct to Network
No CPU / DTN / Disk / Router
Rate Limitations

No PCle latency or rate bandwidth
bottienecks




Significant deployment planned with ALS and NCEM

National Center for
Electron Microscopy

8 Card Server
Dual CPU
8 x PCle-16 slots

@

80,000 DSP Cores
1.6 Tbps Ethernet I/0

Composable Stack.
Units can be moved or
combined for different use
cases.

48 FPGA Cards
480,000 DSP Cores Total
9.6 Thits / sec I/0




Caching collaboration with HEP CMS and ATLAS

aaaaaaaaaaaa

In early May, we added a cache
at the ESNet POP in Sunnyvale
to the SoCal cache.

Daa Sweam

eCL
About 1.5 TB/3500 i o :
accesses per day avg. S| 2  OFTs & {e}

Data Storage  Data Manager Data Mover  Data Cache D.ml Pr?cew[v'\?
d (atw e (o

Dl ooory Noog ad (ateg - s

Thanks to Frank Wurthwein, Rob Gardner, Alex Sim, Wei Yang, Harvey Newman, others . Esnet

OSG and SLATE projects
43



Key takeaways

ESnet continues to execute well as a User Facility despite COVID

ESnet6 is high-performance, flexible platform for
scientific discovery and innovation

Strong focus on Innovation within the organization with a growing
software and prototyping team that matches operational expertise

Networking gaining momentum in new instrument and
facility designs



Epilogue: ESnet supporting DOE / national strategy on

Quantum and 5G

@ entangled source

Quantum Memories
@ cuantum Memory < 4 {|and Bell State

" S Measurement
@ Frequency Conversion

“4 Bell State Measurement

'|Quantum Memories
| land Bell State
Measurement

,\‘ESI\(:\ _ ~100km
/-

132400 —

)
i yaenn A ool

Garden City
Quantum
Memory

@795nmif

Q-MA.N lumois Expms Quantum Netowrk (IEQNET) Q-WAN

ESnet ChiExpress MAN
(Production traffic)

ESnet Testbed

Figure 3:2_ |IEQNET Topology

Report of the DOE
Quantum Internet
Blueprint Workshop

February 5-6, 2020

5G-ENABLED
ENERGY
INNOVATION:::

ADVANCED WIRELESS NETWOR’KS
WORKSHOP FOR:SCIENCE .=,

PETE'BECKMAN
Workshop Chair

Argonne National Laboratory.
Chicago, linoiS s u u u u » -
March 10-12, 2020-




NSF FABRIC is being built on ESnet6 architecture

A National-Scale Programmable Experimental Network Infrastructure
Revolutionize Internet architectures with @scale integration of in-network
compute, storage, accelerators with high-speed optical

STARLIGHT
MERIT

WISCNET
’ KYRON NYSERNET
NEREN
CHAMELEON ! NJEDGE

This work is Li?,'; L'fske

funded by NSF POWDER —
grant: CNS- A KINBER e
1935966

Houston

&
Internet2 (A

B Microsoft
MLIGHT u
8W§

S SOX
'/ LEARN FLR
o 100G Core - Dedicated DWDM ‘

B Microsoft

Terabit Super-Core

FA B R | C r— SOUTH AMERICA




Questions...

@ ESnet




Backup Slides

@ ESnet




Epilogue: ESnet supporting DOE / national strategy on
Quantum and 5G/6G

5G-ENABLED
ENERGY
INNOVATION

ADVANCED WIRELESS NETWORKS
WORKSHOP FOR SCIENCE

PETE BECKMAN
Workshop Chair
Argonne National Laboratory.

Chicago, lllinois .
March 10-12, 2020% ¥ = &
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